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1 Introduction and summary

Rise of BPS/CFT correspondence. Towards a non-perturbative understanding of string
theory and quantum field theory, exact computations of physical observables have played
significant roles. Among these observables, the instanton partition functions of supersymmetric
gauge theories have emerged as significant quantities that can be precisely computed through
localization techniques [1–7]. These partition functions exhibit remarkable characteristics,
particularly in the realm of rich geometric and algebraic properties. Our specific interest
lies in the algebraic structures of these partition functions, which have, in turn, led to the
revelation of a novel duality known as the BPS/CFT correspondence [8–16]. The BPS/CFT
correspondence claims that correlation functions of BPS observables in supersymmetric gauge
theories are dual to correlation functions of infinite-dimensional algebras. A well-known
example of this duality is the Alday-Gaiotto-Tachikawa (AGT) duality [17–19] (see also [20]
for a review), which established a connection between instanton partition functions of 4d
N = 2 theories and conformal blocks of 2d conformal field theories (CFT), where both
theories originate from a 6d N = (2, 0) theory compactified on a Riemann surface. A 5d
lift-up of the AGT duality called the 5d AGT duality [21–23], was subsequently discovered
and the partition functions are dual to correlation functions of quantum algebras. Over
the last decade, efforts have been dedicated to generalizing both the gauge theory side and
the infinite-dimensional algebra side to achieve a more comprehensive understanding of the
BPS/CFT correspondence [24–34].

Generalized gauge theory. The usual instantons appear as topologically nontrivial field
configurations minimizing the action of the Yang-Mills theory on R4 and the moduli space
comes from the ADHM construction [35, 36]. After introducing a nontrivial background flux
called Ω-background, Nekrasov showed that the instanton partition function takes the form of
Z =∑

λ q
|λ|Z[λ] where the terms are a summation of two-dimensional partitions [1, 2, 37, 38].

Over the last few years, researches on generalizations of the Yang-Mills instantons have been
conducted and we now know that there are higher dimensional generalizations of instantons
having ADHM-like constructions [39–43]. The instanton partition functions are given as a
statistical sum of random partitions as Z = ∑

Λ q|Λ|Z[Λ], where Λ is a random partition.
Considering 6d and 8d theories, the random partitions Λ will be plane partitions [41, 44–
46] and solid partitions [15, 16], respectively (see also [47]). In type IIB string theory on
R10, such kind of setup appears as the low energy limit of the worldvolume theory of the
D1-branes probing the D(2p + 1)-branes (p = 2, 3, 4) [48–51]: 2d (p = 2), 3d (p = 3), 4d
(p = 4) partitions. Mathematically, the p = 3 case gives the equivariant Donaldson-Thomas
invariants of C3, while the p = 4 case is called the magnificent four model and gives the
equivariant Donaldson-Thomas invariants of C4.

Another direction of generalizations of the Yang-Mills instantons is the generalized gauge
theory [10–12], which is a theory defined on several, generally, intersecting components as
S = ⋃

i Si where on each space-time component Si there is an original field theory. On
each space-time component Si, we have a gauge group Gi and at the intersection Si ∩ Sj

we have bifundamental fields transforming under Gi ×Gj , and thus it could be understood
as a generalized quiver gauge theory. From the viewpoint of each field theory on Si, the

– 3 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

intersection of other components plays the role of defects. The first example of such general
gauge theory is the so-called spiked instanton system, which was introduced in [10, 11]. The
spiked instantons arise from the low energy limit of D1-branes probing intersecting D5 (and
anti-D5)-branes. Later, it was generalized to D1-branes probing intersecting D7-branes in [52]
(see also [53, 54]), and the arising instantons are called the tetrahedron instantons. Note
that these instantons are generalizations of the higher dimensional instantons introduced
in the previous paragraph.

Gauge origami. The setups discussed previously are collectively called the gauge origami
and the arising partition function is called the gauge origami partition function [12]. Consider
a type IIB theory on Z × C where Z is a toric Calabi-Yau four-fold and C = C, C×, T2 and
the low energy limit of the D1-branes probing D(2p + 1)-branes. The D1-branes wrap C
while the D(2p+ 1)-branes wrap the product of C and non-compact toric submanifolds of
Z in a way preserving a suitable number of supersymmetries. Depending on C, the arising
partition function becomes rational, trigonometric, and elliptic, respectively. The gauge
origami partition function generally takes the form as

Zorigami =
∑

{Λ(α)
i }

q|Λ⃗|
∏
(i,α)
Z[Λ(α)

i ]
∏

(i,α) ̸=(j,β)
Z(Λ(α)

i |Λ(β)
j ) (1.1)

where i labels the possible types of toric submanifolds and α labels the number of D-branes
wrapping them. The partition function is a summation of random BPS crystals, which are
generalizations of the partitions, and they are denoted Λ(α)

i . These crystals are expected to
be, generally, truncations of four-dimensional BPS crystals which are generalizations of the
three-dimensional BPS crystals [55–58]. The Z[Λ(α)

i ] part comes from the contribution of each
D(2p+1)-branes while the Z(Λ(α)

i |Λ(β)
j ) part comes from the bifundamental contributions at

the junctions. In this paper, we mainly focus on the case when Z = C4 and C = C× ≃ R× S1

which gives the K-theoretic magnificent four [15, 16], tetrahedron instanton [52], and spiked
instanton [59] setups. From the string theory viewpoint, we take the T-duality of the
D1–D(2p + 1) system and consider a D0–D(2p) system, where each D(2p)-brane gives a
(2p+ 1)-dimensional gauge theory and the D0-branes play the roles of instantons.

Quantum algebra of gauge origami. An interesting property of the gauge origami
partition function is the existence of an infinite set of non-perturbative Dyson-Schwinger
equations related to the symmetries of adding and removing instantons [10]. The qq-characters
are physical observables characterizing them, and interestingly, there is an operator formalism
of them called the quiver W-algebra [60–63] (see [64] for a review). From the gauge theoretic
viewpoint, such algebras are associated with the Dynkin diagram corresponding to the quiver
structure of the gauge theory. In the gauge origami formalism, the qq-characters and quiver W-
algebras appear from the gauge origami system in Z = C2×C2/Γ, where Γ denotes the finite
subgroup of SU(2) associated with the quiver structure through the McKay correspondence.
Placing D4-branes wrapping the C2 part gives the 5d N = 1 (affine) quiver gauge theories
and the D4-branes wrapping the C2/Γ give the qq-characters or the quiver W-algebras of the
theory. Physically, they are codimension four defects of the quiver gauge theory [65].

One of the reasons why such algebras are considered important is because they give
the BPS/CFT correspondence for the present case. One can construct screening currents
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from the quiver structure and the vacuum expectation value of them gives the instanton
partition function of the quiver gauge theory. Moreover, after defining the highest weight, the
commutativity with the screening charges determines the generator of the quiver W-algebra
uniquely and they are the operator version of the qq-characters. These quiver W-algebras
include the well-known q-Virasoro [66], q-WN [67, 68], and Frenkel-Reshetkhin’s deformed
W-algebras [69, 70].

Although the quiver W-algebras indeed gave a way to discuss the BPS/CFT correspon-
dence from the quantum algebraic viewpoint, the applicable theory is still limited and needs
to be extended. For example, while the qq-characters associated with Z = C2/Υ × C2/Γ
were studied in terms of partition functions in [9, 10, 71–73], it seems that the complete
operator formalism of such cases is still missing in the literature.1 Moreover, the quiver
W-algebra is only applicable to discuss two stacks of D-branes in transverse directions while
we have multiple intersecting D-branes in the gauge origami system. Based on recent studies
such as the tetrahedron instanton system we also have D-branes wrapping not only complex
two-dimensional surfaces but also complex three-dimensional manifolds. Most importantly,
we need to generalize the operator formalism to describe gauge origami systems associated
with general toric Calabi-Yau four-folds Z. See [76–80] for discussions along this direction.

The goal of this paper is to fill in this gap by generalizing the concept of quiver W-algebras
and showing the BPS/CFT correspondence of the gauge origami system associated with
C4. We will only give some conjectures for generalizations to toric Calabi-Yau four-folds
and details are postponed for future work [74].

Summary of the results

Let us summarize the main results of this paper.

D2/D4/D6 qq-characters. We introduce a D2 gauge origami system which we call the
coupled vortex system (section 3.6). This theory comes from the low energy limit of the D0-
branes probing the D2-branes spanning Ca ⊂ C4 (a = 1, 2, 3, 4; see section 3.2 for notations),
which is obtained through a dimensional reduction of the D4-brane gauge origami system.
This coupled vortex system also plays an important role similar to higher-dimensional branes
in the gauge origami systems.

Considering a stack of D2-branes, D4-branes and D6-branes spanning transversely in C4,
we derive the D2/D4/D6 qq-characters in terms of partition functions in section 3.8. The
D4 qq-character is known to be characterized by 2d partitions. The D2 qq-characters are
qq-characters where the monomial terms are 1d partitions, while the D6 qq-characters are
qq-characters whose monomial terms are 3d partitions (plane partitions).

D-brane vertex operators. We introduce vertex operators A(x), Sa(x),XA(x),Wā(x),Z(x)
corresponding to D0, D2, D4, D6, and D8-branes wrapping the possible subspaces pt, Ca,
C2

A, C3
ā, C4 (a ∈ 4, A ∈ 6), respectively. The main result of section 4 is as follows.

1We hope to report it in a future work [74] (see also [75]).
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Theorem 1.1 (Theorem 4.1). For each D-brane (D0,D2,D4,D6,D8), we define the corre-
sponding vertex operators as

D-brane space-time vertex operator

D0-brane pt× S1 A(x)
D2-brane Ca × S1 (a ∈ 4) Sa(x)
D4-brane C2

A × S1 (A ∈ 6) XA(x)
D6-brane C3

ā × S1 (a ∈ 4) Wā(x)
D8-brane C4 × S1 Z(x)

(1.2)

We have multiple copies of vertex operators if there are multiple ways that the D-branes
can wrap. Then, the contour integral formula of the k-instanton partition function takes the
form as

Zk =
∮ k∏

I=1

dxI

2πιxI
⟨0|

k∏
I=1

A(xI)−1 :
∏

i

Vi(vi) : |0⟩ , (1.3)

where Vi(x) is an operator written from {Sa(x),XA(x),Wā(x),Z(x)}.

The vertex operators have a q-Cartan matrix understanding associated with quivers and
thus are generalizations of the conventional quiver W-algebras (see section 4.6).

Operator formalism of qq-characters. We introduce the operator formalism of the
qq-characters of the gauge origami system and show the BPS/CFT correspondence. For
each D(2p)-brane, we can associate a qq-character. The D2 qq-characters Qa(x) (a ∈ 4) are
four copies of the screening charge of the Â0 quiver W-algebra [60] and the D4 qq-characters
TA(x) (A ∈ 6) are six copies of the generator of the Â0 quiver W-algebra. The D6 qq-
characters Tā(x) (a ∈ 4) are the new qq-characters where the monomial terms are labeled
by plane partitions. These qq-characters represent the quantum algebras associated with
complex 1, 2, 3-dimensional submanifolds. We will see that their compositions indeed give
the gauge origami partition function which shows the BPS/CFT correspondence.

Theorem 1.2 (Theorems 5.6, 6.6, 7.10). The gauge origami partition function is in general
given as a correlation function of the qq-characters,

Zorigami = ⟨0|
∏
(i,α)

Ti(xi,α) |0⟩ , i ∈ 4⊕ 6⊕ 4∨. (1.4)

For the case C = T2, the corresponding partition function is given by a torus correlator
of the qq-characters instead of the vacuum expectation value. We can also use the elliptic
version of the vertex operators discussed in section 12 to discuss the case C = T2.

In the context of quiver W-algebra and also the quantum integrable system, the com-
mutation relation between the vertex operators plays a fundamental role. We obtain an
interesting commutativity among qq-characters: the D2, D4, D6 qq-characters associated
with subspaces of C4 that are transverse with each other commutes.
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Theorem 1.3 (Theorem 7.5). The qq-characters associated with the elements i, j ∈ 4⊕6⊕4∨

commute with each other up to trivial zero modes (see (6.55)) when i and j are transverse
with each other:

Ti(x)Tj(x′)− fij(x, x′)Tj(x′)Ti(x) = 0 ⇐⇒ i ∩ j = ∅, (1.5)

where fij(x, x′) are zero mode factors.

Moreover, infinite fusion of D2 (D4) qq-characters give D4 (D6) qq-characters (Thm. 6.9,
7.12). Using the fusion process and fusing an infinite number of D6 qq-characters, we define
the D8 qq-characters (section 8.1). We also show the BPS/CFT correspondence of the
magnificent four model up to sign factors.

Theorem 1.4 (Theorem 8.5). The composition of the D8 qq-characters gives the partition
function of higher rank magnificent four system up to sign factors, which establishes the
BPS/CFT correspondence for the magnificent four:

⟨0|T4;aN (xN ) · · ·T4;a1(x1) |0⟩ =
∑

ρ(1),··· ,ρ(N)

q|ρ|
N∏

i=1
ZD8

4;ai
[ρ(i),Ki]

∏
j>i

ZD8-D8
1-loop (xi,Ki |xj ,Kj)

×
∏
j>i

ZD8-D8
Ki|Kj

(xi, ρ
(i) |xj , ρ

(j)).

(1.6)

We then give conjectures related to generalizations to toric Calabi-Yau four-folds (sec-
tion 4.6.2, 4.6.3, 4.6.4, 7.5, Conj. 4.9, 4.7, 7.17). The qq-characters appearing in such
generalizations are called BPS qq-characters.

Quantum toroidal algebra, Bethe ansatz. We also show that the qq-characters associ-
ated with C4 geometry have a correspondence with quantum toroidal algebras (section 9.1).
In particular, we show that the D2/D4/D6 system corresponds to the vector/Fock/MacMahon
representation of quantum toroidal gl1. We also consider the quiver quantum toroidal algebras
associated with toric Calabi-Yau three-folds and construct generic qq-characters, that we
call the BPS qq-characters (section 9.5). In section 10, through the semi-classical analysis
of the gauge origami system, we obtain the universal form of the Bethe ansatz equations
(BAEs) for the gauge origami system on C4.

Theorem 1.5 (Theorem 10.1). The BAE obtained as the saddle point equation of the
D2/D4/D6 system partition function is generally written as follows,

1 = −qQ(q−1
1 x)Q(q−1

2 x)Q(q−1
3 x)

Q(q1x)Q(q2x)Q(q3x)
, (1.7)

where the three parameters obey q1q2q3 = 1 and the corresponding Q-functions for the
D2/D4/D6 system are given by (10.24), (10.8), (10.16), (10.40), (10.43).

In fact, it turns out that this BAE is associated with quantum toroidal gl1. We can
further discuss the representation dependence by imposing the flavor contribution.

– 7 –
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Theorem 1.6 (Theorem 10.2). Let Q(x), a(x), d(x) be polynomials in x ∈ C× with the
parameters obeying q1q2q3 = 1. The saddle point equation of the D2 gauge origami system
with flavor D8-D8 branes gives the BAE involving the additional polynomials a(x) and d(x)
specifying the representation of quantum toroidal gl1,

1 = −qa(x)
d(x)

Q(q−1
1 x)Q(q−1

2 x)Q(q−1
3 x)

Q(q1x)Q(q2x)Q(q3x)
. (1.8)

This structure is analogous to Yangian and quantum affine algebra, where the BAE has
a universal form, which does not depend on the representation, while the (highest-weight)
representation data appear only in the a and d polynomials.

In addition to the saddle point equation, that gives rise to the BEA, we also study
the q-character, the semi-classical reduction of the qq-character. For generic q-characters,
we have the following relation.

Theorem 1.7 (Theorem 10.4). For any q-characters obtained in the semi-classical limit,
T (x), T ′(x) ∈ {Q̂1,2,3(x), T̂12,23,13(x), T̂K

123(x)}, we have

[T (x), T ′(x′)] = 0. (1.9)

From this point of view, one may obtain a wide class of commuting operators from the
q-character, that would be identified with the commuting Hamiltonians of the corresponding
quantum integrable system. We also mention generalizations of these arguments to other
Calabi-Yau geometries and discuss the corresponding BAE.

Geometric realization of qq-characters. Although we have focused on the algebraic
aspects so far, the gauge origami construction also provides geometric insights on qq-character
and the underlying quantum algebraic structures. For example, for the Fock module of
quantum toroidal gl1, the qq-character is given by the equivariant integral over the Hilbert
scheme of points on C2, which is given as a quiver variety associated with Â0 quiver (Prop. 11.1).
Considering the higher rank framing space, the quiver variety gives rise to the Quot scheme,
and one can then obtain the tensor product module. Generalizing this construction, we have
the geometric realization of the qq-character of the MacMahon module of quantum toroidal gl1.

Theorem 1.8 (Theorem 11.4). Let x ∈ C×. The qq-character of the MacMahon module of
quantum toroidal gl1 is given as follows,

T1;x[Y] =
∑
v≥0

T1,v;x[Y] , T1,v;x[Y] =
∫
[M1,v ]vir

ch∧•Y∨
1,vY td (TM1,v) , (1.10)

where the integral is equivariantly taken over the virtual fundamental cycle of the moduli
space of v D0 branes on a single D6 brane, isomorphic to the Hilbert scheme of points on
C3, M1,v

∼= Hilbv(C3). We denote the observable bundle and the formal bundle over M1,v by
Y1,v and Y.

The qq-character of the tensor product of the MacMahon module can be similarly given
by the equivariant integral over the moduli space of the higher rank D6-brane system, which is
isomorphic to the Quot scheme, Mw,v

∼= Quotv
C3(O⊕w). Physically, this integral computes the

– 8 –
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codimension six defect partition function of the tetrahedron instanton system. This formalism
should be straightforwardly extended to generic representations of quantum toroidal gl1 by
replacing the moduli space with the corresponding one.

Organization of this paper

The paper is organized as follows. In section 2, we introduce the notations related to 1d, 2d,
3d, and 4d partitions, highlighting their relationships with lower dimensional partitions and
defining q-coordinates for boxes of the partitions. In section 3, we delve into explicit formulas
and properties of the instanton partition functions of the gauge origami system. This section
covers various aspects, including the physical setup, contour integral formulas, partition
functions, their decompositions, and the concept of qq-characters. Free field realizations of the
contour integral formulas for each system are given in section 4. Vertex operators associated
with the D0, D2, D4, D6, D8-branes are introduced. We also discuss the quiver structure and
generalizations to toric Calabi-Yau four-folds. Sections 5, 6, 7, and 8 are dedicated to the
study of D2, D4, D6, and D8-brane qq-characters, examining their relationships with various
gauge origami systems. We discuss the fusion process, generalizations, quadratic relations,
and each system’s BPS/CFT correspondence. In section 9, we delve into quantum toroidal
algebras and discuss the relation with BPS qq-characters. Section 10 explores applications
of the D-brane qq-characters, including their role in semi-classical analysis and the Bethe
ansatz equations of the gauge origami system. Geometric realization of the qq-characters and
elliptic generalizations are discussed in section 11 and section 12, respectively. In section 13,
we finally conclude our findings and engage in discussions about the implications of our
work. Additionally, we provide some supplementary formulas used in the main sections of
the paper in the appendix.

2 Multi-dimensional partitions

Let us summarize the notation we use for multi-dimensional partitions. We follow the
convention and the terminology of [15, 16, 80].

2.1 Partitions

One-dimensional partition. A one-dimensional partition is a row of boxes stacked only
in one direction as

(2.1)

Such a kind of partition is specified by a non-negative integer k ∈ Z≥0.
We can also introduce one-dimensional partitions where the boxes are extended semi-

infinitely to the left of a border as

· · ·

(2.2)

– 9 –
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For these kinds of partitions, an integer k ∈ Z specifies it. The integer k denotes the number
of boxes counted from the border to the right. If no boxes are on the right and the rightest
box is left to the border, then k will be negative.

Two-dimensional partition (Young diagram). A two-dimensional partition is a non-
decreasing sequence of non-negative integers

λ = (λ1 ≥ λ2 ≥ . . . ≥ λℓ(λ) ≥ 0), |λ| = λ1 + · · ·+ λℓ(λ) (2.3)

where |λ| is the size, and ℓ(λ) is the length of the partition. A partition will be drawn as a
collection of square boxes , and this collection is called the Young diagram.2 For example,
a partition λ = (5, 3, 2, 1) will look like

(2.4)

A box positioned in the i′th row counted from the bottom and j′th column counted from
the left in the Young diagram is assigned a coordinate (i, j), 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi. We
denote the set of all possible 2d partitions/Young diagrams as P. The transpose is denoted
as λT in the usual sense. We call this type of description the (1, 1)-type description where we
followed the terminology in [15]. This is because we are assigning a one-dimensional partition
with only non-negative integers λi ≥ 0 to each i = 1, . . . ,. Note that there are two (1, 1)-type
descriptions of the 2d partition, depending on whether we are using λ or the transpose λT.

Three-dimensional partition (plane partition). The plane partition is a stack of
cubes that obeys a generalization of the condition (2.3). We denote the set of all possible
plane partitions as PP. There are two descriptions of the plane partition which we call
(2, 1)-type and (1, 2)-type.

The (2, 1)-type description understands the plane partition π as a 2d partition λπ where
there is a map mapping each box = (i, j) ∈ λπ a number πi,j obeying the following
condition (see figure 1 and 2)

πi,j ≥ πi+1,j , πi,j ≥ πi,j+1. (2.5)

The size of the plane partition is defined as the number of cubes included in the configuration

|π| =
∑
i,j

πi,j . (2.6)

We have three descriptions depending on which two-dimensional plane we project the plane
partition to get the Young diagram. Given three axes 1, 2, 3, we use the symbol π when

2In this paper, Young diagrams and 2d partitions are not distinguished. Sometimes, we will also omit the
2d and just say partitions for 2d partitions when it is obvious. Similarly, plane partitions and 3d partitions,
solid partitions, and 4d partitions are not distinguished.
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i j

k

Figure 1. Plane partition.

i
j

k

πi,j

i j

k

Λ(1)

Λ(2)

Λ(3)

...

Figure 2. (2, 1)-type and (1, 2)-type description of the plane partition.

the plane partition is projected to a Young diagram in the 12-plane, π̌ when the Young
diagram is projected onto the 13-plane, and ˇ̌π when it is projected onto the 23-plane. This
is the 3d analog of the transpose of the Young diagram. Like the Young diagram case, a
cube in the plane partition π is assigned a coordinate (i, j, k) (i, j, k ≥ 1) as figure 1. In
this description, we have

(i, j, k) ∈ π ⇔ 1 ≤ k ≤ πi,j . (2.7)

The other (1, 2)-type description understands the plane partition as a non-increasing
sequence of Young diagrams (see figure 2):

π = (Λ(1),Λ(2), . . . ,Λ(h(π))), Λ(k) = (Λ(k)
1 , . . . ,Λ(k)

i . . .)
Λ(k) ⪰ Λ(k+1), ∀k

(2.8)
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Figure 3. 4-cube.

where Λ(k) ⪰ Λ(k+1) means ∀(i, j) ∈ Λ(k+1) ⇒ (i, j) ∈ Λ(k) and h(π) is the height of the
plane partition which is defined as

h(π) = min{k ≥ 0 | (1, 1, k + 1) ̸∈ π}. (2.9)

The size is defined as

|π| =
∑

k

|Λ(k)| (2.10)

in this description. Similarly, the = (i, j, k) in the plane partition obeys the condition

(i, j, k) ∈ π ⇔ 1 ≤ j ≤ Λ(k)
i (2.11)

Note that we also have three possible descriptions of this type depending on which axis
we define the height of the plane partition.

Four-dimensional partition (solid partition). A solid partition is a four-dimensional
analog of the Young diagram and plane partition. It is a stack of 4-cubes (see figure 3)
obeying similar conditions to (2.3) and (2.5). We denote the set of all possible solid partitions
as SP. We have three ways to describe the solid partition: (3, 1), (2, 2), and (1, 3)-types.

1. (3, 1)-type: this description is similar to the plane partition’s (2, 1)-type description.
We project the solid partition to a plane partition πρ and for each cube (i, j, k) ∈ πρ, a
height function ρi,j,k is defined. The height function obeys the condition

ρi,j,k ≥ ρi+1,j,k, ρi,j,k ≥ ρi,j+1,k, ρi,j,k ≥ ρi,j,k+1. (2.12)

The size is defined as
|ρ| =

∑
(i,j,k)∈πρ

ρi,j,k. (2.13)

4-cubes in the solid partition are assigned coordinates in a natural way (i, j, k, l)
and obey

(i, j, k, l) ∈ ρ ⇔ 1 ≤ l ≤ ρi,j,k. (2.14)

Depending on which three axes we project the solid partition to obtain a plane partition,
we have four choices for this description.
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i

j

kl

µρ
(i,j)

Figure 4. (2, 2)-type description of solid partition.

2. (2, 2)-type: another way to describe the solid partition is to understand it as a Young
diagram λρ where on each (i, j) there is another Young diagram µρ

(i,j) obeying the
conditions (see figure 4):

µρ
(i,j) ⪰ µ

ρ
(i,j+1), µρ

(i,j) ⪰ µ
ρ
(i+1,j), (2.15)

where µρ
(i,j) ⪰ µ

ρ
(i′,j′) means

(k, l) ∈ µρ
(i′,j′) ⇒ (k, l) ∈ µρ

(i,j). (2.16)

Under this description, the size is defined as

|ρ| =
∑

(i,j)∈λρ

|µρ| (2.17)

and
(i, j, k, l) ∈ ρ⇔ (k, l) ∈ µρ

(i,j). (2.18)
We have six possible descriptions of this type depending on the choice of the two axes.

3. (1, 3)-type: This description resembles the (1, 2)-type description of plane partition.
The solid partition is understood as non-increasing sequences of plane partitions (see
figure 5):

ρ = (Π(1),Π(2), . . . , ), Π(l) ⪰ Π(l+1) (2.19)
where Π(l) ⪰ Π(l+1) means

(i, j, k) ∈ Π(l+1) ⇒ (i, j, k) ∈ Π(l). (2.20)

Under this description, the size is defined as

|ρ| =
∑

l

|Π(l)| (2.21)

and obviously,
(i, j, k, l) ∈ ρ ⇔ (i, j, k) ∈ Π(l). (2.22)

We again have four possible descriptions for this type.
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· · · · · ·

Figure 5. (1, 3)-type description of the solid partition. The horizontal axis is one of the four axes of
the solid partition. The solid partition is decomposed into multiple plane partitions Π(1),Π(2), . . ..

2.2 Coordinates and q-contents

For later use, we introduce the q-contents (q-coordinates) of the multi-dimensional partitions.
The boxes (cubes, 4-cubes) of the multi-dimensional partitions are described by at most four
components: (i, j, k, l). We introduce four independent parameters3 ϵa (a = 1, 2, 3, 4) and
define the additive coordinates of the boxes in the multi-dimensional partitions as

c( ) =



a+ (i− 1)ϵa (i ∈ Z≥1 or i ∈ Z) 1d partition
a+ (i− 1)ϵa + (j − 1)ϵb (i, j ∈ Z≥1) 2d partition
a+ (i− 1)ϵa + (j − 1)ϵb + (k − 1)ϵc (i, j, k ∈ Z≥1) 3d partition
a+ (i− 1)ϵa + (j − 1)ϵb + (k − 1)ϵc + (l − 1)ϵd (i, j, k, l ∈ Z≥1) 4d partition

(2.23)
where a is the coordinate of the origin of the multi-dimensional partitions and a, b, c, d are all
different elements of {1, 2, 3, 4}. For low dimensions, we have the following figures.

• 1d partitions: depending on whether i ∈ Z≥1 or Z gives the coordinates of the two
types in (2.1), (2.2)

ϵa10 · · · i

· · ·

a+ (i− 1)ϵaa

(2.24)

3Later, these parameters are identified as the Ω-background parameters after imposing the Calabi-Yau
condition

∑4
a=1 ϵa = 0.
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• 2d partitions:
ϵb

ϵa1 · · · i
a

1

...

j

a+ (i− 1)ϵa + (j − 1)ϵb

(2.25)

• 3d partitions:

ϵc

ϵbϵa

i
j

...

...
k

a+ (i− 1)ϵa + (j − 1)ϵb + (k − 1)ϵc

(2.26)

We also define the multiplicative coordinates of the boxes called q-contents or q-
coordinates by taking the exponential:

q( ) = ec( ) =



uqi−1
a (i ∈ Z≥1 or i ∈ Z) 1d partition

uqi−1
a qj−1

b (i, j ∈ Z≥1) 2d partition
uqi−1

a qj−1
b qk−1

c (i, j, k ∈ Z≥1) 3d partition
uqi−1

1 qj−1
2 qk−1

3 ql−1
4 (i, j, k, l ∈ Z≥1) 4d partition

(2.27)

where qa = eϵa (a = 1, 2, 3, 4) and u = ea.

Other types of description. Looking at the q-coordinates, we can also see how the
higher-dimensional partitions can be decomposed into multiple lower-dimensional partitions.

• 1d partitions: the 1d partitions can be understood as a collection of the q-coordinates
as {uqi−1

a | 1 ≤ i ≤ k, k ∈ Z≥0} or {uqi−1
a | i ≤ k, k ∈ Z}.
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• 2d partition: the boxes included in the Young diagram are labeled by (i, j), (1 ≤ j ≤
λi, 1 ≤ i ≤ ℓ(λ)) with coordinates {uqi−1

a qj−1
b }. We can decompose this set as

{
uqi−1

a qj−1
b | 1≤j≤λi

1≤i≤ℓ(λ)

}
=

ℓ(λ)⋃
i=1

{
(uqi−1

a )qj−1
b | 1 ≤ j ≤ λi

}
. (2.28)

This means the 2d partition is a collection of 1d partitions where the origins of the
1d partitions are shifted as uqi−1

a . This gives the (1,1)-type decomposition of the 2d
partitions.

• 3d partition: it is understood as a collection of q-coordinates {uqi−1
a qj−1

b qk−1
c } where

(i, j, k) ∈ π. The (2, 1)-type description comes from the decomposition{
uqi−1

a qj−1
b qk−1

c | (i, j, k) ∈ π
}
=

⋃
(i,j)∈λπ

{
(uqi−1

a qj−1
b ) qk−1

c | 1 ≤ k ≤ πij

}
, (2.29)

which means the plane partition is decomposed into 1d partitions with length πij and
coordinates of the origins as uqi−1

a qj−1
b . The (1, 2)-type description comes from

{
uqi−1

a qj−1
b qk−1

c | (i, j, k) ∈ π
}
=
⋃
k

{
(uqk−1

c )qi−1
a qj−1

b | (i, j) ∈ Λ(k)
}
. (2.30)

The plane partition is then decomposed into multiple 2d partitions Λ(k) whose coordi-
nates of the origins are uqk−1

c .

• 4d partition: the solid partition is a collection of q-coordinates {uqi−1
a qj−1

b qk−1
c ql−1

d }
where (i, j, k, l) ∈ ρ.

1. (3, 1)-type: it is decomposed into multiple 1d partitions with length ρi,j,k and
origins at uqi−1

a qj−1
b qk−1

c .
{
uqi−1

a qj−1
b qk−1

c ql−1
d | (i, j,k, l)∈ ρ

}
=

⋃
(i,j,k)∈πρ

{
(uqi−1

a qj−1
b qk−1

c )ql−1
d | 1≤ l≤ ρi,j,k

}
(2.31)

2. (2, 2)-type: it is decomposed into multiple 2d partitions µρ
(i,j) with origins with

origins at uqi−1
a qj−1

b .
{
uqi−1

a qj−1
b qk−1

c ql−1
d | (i, j,k, l)∈ ρ

}
=

⋃
(i,j)∈λρ

{
(uqi−1

a qj−1
b )qk−1

c ql−1
d | (k, l)∈µρ

(i,j)

}
(2.32)

3. (1, 3)-type: it is decomposed into multiple 3d partitions Π(l) with origins at uql−1
d .

{
uqi−1

a qj−1
b qk−1

c ql−1
d | (i, j, k, l) ∈ ρ

}
=
⋃
l

{
(uql−1

d )qi−1
a qj−1

b qk−1
c | (i, j, k) ∈ Π(l)

}
(2.33)
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3 Instanton partition functions of the gauge origami system

In this section, we review the physical setup (section 3.1), the equivariant index formalism
(section 3.2), contour integrals and explicit instanton partition functions (section 3.3, 3.4, 3.5,
3.6) of the gauge origami system introduced first by Nekrasov in the context of BPS/CFT
correspondence [10–16]. We are, in particular, interested in the following three setups: spiked
instantons [11, 12], tetrahedron instantons [52, 53, 81], and the magnificent four [15, 16, 80].
We additionally introduce a system that we call a coupled vortex system whose characteristics
are yet to be studied.

We also study the decompositions of the partition functions and show that partition
functions of higher dimensional theory are obtained by infinite products of the partition
functions of lower dimensional theories in section 3.7. The decomposition depends on how
the multi-dimensional partitions are described as discussed in detail in section 2. We finally
introduce the qq-characters in terms of partition functions in section 3.8.

3.1 Physical setup

In this section, we review the gauge origami construction which is a generalization of the
ADHM construction of instantons of supersymmetric gauge theories. Roughly speaking,
the gauge origami system is a generalized gauge theory whose space-time S contains several
intersecting components as

S =
⋃
i

Si. (3.1)

We have a gauge group Gi for each component Si and matter fields in the intersection Si ∩Sj

transforming under the gauge group Gi ×Gj and thus are bifundamental multiplets. In this
sense, we can understand such theories as generalized quiver gauge theories.

The gauge origami system is described as a low-energy-limit of the world volume theory on
multiple intersecting D-branes in type II string theory. Let Z×R2 be a ten-dimensional space-
time where Z = C4. Generally, Z can be a toric Calabi-Yau four-fold. We denote the four
complex coordinates of C4 as {za}a∈4 where 4 = {1, 2, 3, 4} (see section 3.2 for the notations).
We have four types of subspaces: C, C2, C3, C4. There are four possible C and C3 subspaces:

Ca, C3
ā (a ∈ 4), (3.2)

where ā is the complement of a ∈ 4: ā ∈ {123, 124, 134, 234} (see section 3.2 for details of
the notations). For C2, there are six possible subspaces:

C2
A ⊂ C4, A ∈ 6 = {12, 13, 14, 23, 24, 34}. (3.3)

Depending on which type of subspaces the D-branes wrap different gauge origami systems
appear. In this paper, we are interested in the following four setups: spiked instantons,
tetrahedron instantons, magnificent four, and the coupled vortex system. The spiked instanton
setup is a gauge origami system whose gauge theory is described by multiple D-branes wrapping
the six possible subspaces C2

A (A ∈ 6). On the other hand, the tetrahedron instanton setup
is a setup appearing on D-branes wrapping the four possible subspaces C3

ā (a ∈ 4). We
can also consider a system where D-branes wrap the entire C4 and this is the magnificent
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four system. These three setups were previously studied, but for future use, we introduce
a system we call the coupled vortex system. We expect such theories to be described by
D-branes wrapping the four possible subspaces Ca (a ∈ 4) but a detailed analysis of this
system is postponed for future work.

Let us review each system in more detail.

Spiked instanton

The spiked instanton system comes from intersecting D-brane configurations4 [10–12, 59]:

Type IIB D(−1)-D3-D3 C4 × R2 rational
Type IIA D0-D4-D4 C4 × R× S1 trigonometric
Type IIB D1-D5-D5 C4 × T2 elliptic

(3.4)

Depending on the total space-time C4×C (C = R2, R× S1, T2), the generalized gauge theory
will be a combination of 4d (C = R2), 5d (C = R× S1), 6d (C = T2) theories and the arising
instanton partition function will be rational, trigonometric, and elliptic.

We focus on the type IIA setup as in table 1. To do the supersymmetric localization,
the C4 part of the system is placed under an Ω-background. We label each stack of nA

D4 (D4)-branes by D4A (D4A) where the subindex indicates which C2
A subspace they wrap.

For each stack of D4 (D4)-branes wrapping C2
A × S1, we have a 5d N = 1∗ U(nA) gauge

theory. On the junctions of D4A and D4B defined on CA ∩ CB (A ̸= B ∈ 6), the open
strings connecting them give bifundamental contributions of U(nA)×U(nB). Note that for
the intersecting brane configuration to preserve two supercharges, we need to include two
stacks of anti D-branes in the system [11, 59]. In later sections, we will not distinguish
the D4-branes and anti D4-branes.

The D0-branes in the system play the roles of instantons. There are three types of
instantons in the spiked instanton system. The first type is the instantons in the Â0 quiver
gauge theory coming from each stack of D4A (A ∈ 6)-branes. The instanton contribution
coming from the bifundamental multiples connecting 5d theories such as D4ab and D4ac are
called folded instantons. The last type is the crossed instantons coming from two orthogonal
stacks of D-branes such as D412 and D434. Namely, we have

spiked instantons =


instantons of Â0 quiver theory,
folded instantons,
crossed instantons.

(3.5)

Let us briefly review the generalized ADHM construction of the spiked instantons. For
each gauge group we associate a vector space NA = CnA (A ∈ 6). Another vector space
K = Ck is associated to the k D0-branes corresponding to the instantons. Similar to the
ADHM construction, there are maps acting on {NA}A∈6 and K:

IA : NA → K, JA : K→ NA, Ba : K→ K (3.6)
4Note that this is a system obtained by taking T-duality of the setup where D1-branes probe D(2p+1)-branes

as explained in section 1.
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C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D0 • • • • • • • • • −

D412 − − − − • • • • • −
D413 − − • • − − • • • −
D414 − − • • • • − − • −
D423 • • − − − − • • • −
D424 • • − − • • − − • −
D434 • • • • − − − − • −

Table 1. Brane configuration of gauge origami of spiked instanton. Point-like directions of the
D-branes are denoted •, while the directions where the D-branes are extending are denoted −.

where A ∈ 6, a ∈ 4. From the world-volume theory of the instantons, the maps IA, JA are
understood as open strings connecting the D4A and D0-branes. The maps Ba correspond to
the four transverse directions of the D0 theory which are the four complex coordinates of C4.

We then introduce the following moment maps:

µA = [Ba, Bb] + IAJA, A = ab, (a < b),
sA = µA + ϵAĀµ

†
Ā
, A ∈ 6,

µR =
∑
a∈4

[Ba, B
†
a] +

∑
A∈6

(IAI
†
A − J

†
AJA)

(3.7)

where ϵAĀ = ϵabcd (A = ab, Ā = cd) for a < b, c < d is the total antisymmetric tensor
with ϵ1234 = 1. We also have the property s†A = ϵAĀsĀ which implies sA is a real map
giving six real conditions. Note also that µA, sA, µR ∈ Hom (K,K). The moment map
equations are then given as

{sA = 0}/U(k), (A ∈ 6), {µR = ζ · 1k}/U(k), (ζ > 0) (3.8)

where we turned on the FI parameter. We additionally have the following condition

{σaA = 0}/U(k), σaA = BaIA + ϵabAB
†
bJ

†
A (3.9)

where a, b ∈ Ā, (a ̸= b) and σaA ∈ Hom (NA,K). Note that these conditions do not appear
in the original ADHM construction. They are conditions appearing only when we consider
D0-branes and intersecting D4-branes. We also impose the condition

{ΥA = 0}/U(k), ΥA = JĀIA − I†ĀJ
†
A : NA → NĀ (3.10)

obeying ΥA = −ΥĀ. This condition comes from the open strings connecting the D4A and
D4Ā-branes. The instanton moduli space is then defined as5

Mn⃗,k = {(B⃗, I⃗, J⃗) | sA = 0, µR = ζ · 1k, σaA = 0, ΥA = 0}
/
U(k). (3.11)

5In order to apply the equivariant localization formalism, the real moment map equation would be replaced
with the stability condition, and the quotient is then accordingly replaced with the geometric invariant theory
(GIT) quotient with the automorphism group GL(K), that is a complexification of the unitary group U(k).
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Using the following identity [11, eq. (54)]:∑
A∈6

Tr sAs
†
A +

∑
A∈6, a∈Ā

TrσaAσ
†
aA +

∑
A∈6

TrΥAΥ†
A

= 2
∑
A∈6

(||µA||2 + ||JĀIA||2) +
∑

A∈6, a∈Ā

(||BaIA||2 + ||JABa||2)
(3.12)

the conditions (3.8), (3.9), (3.10), we have

sA = 0 −→ µA = 0 (A ∈ 6),
σaA = 0 −→ BaIA = 0, JABa = 0 (A ∈ 6, a ∈ Ā),
ΥA = 0 −→ JĀIA = 0 (A ∈ 6).

(3.13)

From the world-volume theory of the instantons viewpoint, the condition µR = 0 is equivalent
to the D-term condition and the conditions are equivalent to the J-term and E-term conditions.

When there is only one stack of D4-branes, say D412-branes, we have NA = 0 (A ̸= 12)
and we can simply set IA = JA = 0 (A ̸= 12). From (3.13), we have B3, B4 = 0 on the
solutions, and then the moduli space indeed reduces to the standard one [11]:(B12, I12, J12)

∣∣∣∣∣∣
[B1, B2] + I12J12 = 0,∑

a=1,2
[Ba, B

†
a] + (I12I†12 − J

†
12J12) = ζ · 1k


/

U(k) (3.14)

Let us discuss the symmetries of the ADHM variables (B⃗, I⃗, J⃗). We first have the U(k)
symmetry coming from the gauge symmetries of the D0-branes:

(Ba, IA, JA)a∈4,A∈6 7−→ (g−1Bag, g
−1IA, JAg), g ∈ U(k). (3.15)

We also have the ∏A∈6 U(nA) symmetry acting as

(Ba, IA, JA) 7−→ (Ba, IAhA, h
−1
A JA), h = (hA)A∈6 ∈

∏
A∈6

U(nA). (3.16)

This symmetry is called the framing rotation in [11] because they are flavor symmetries
from the world-volume theory of the D0-branes viewpoint. We finally have a symmetry
corresponding to the spatial rotations of C4:

(Ba, IA, JA) 7−→ (qaBa, IA, qAJA) (3.17)

where qa (a = 1, 2, 3, 4) and qA = qaqb. Obviously, this symmetry preserves the conditions
coming from µR. For the conditions coming from sA, σaA,ΥA to have this symmetry we need

q1q2q3q4 = 1. (3.18)

For example, we have µA → qAµA and for A = 12, s12 → q12µ12 + q−1
34 µ

†
34. Thus, with the

condition (3.18), we have s12 → q12s12. Other conditions can be checked similarly and the
symmetry transformation of the generalized ADHM constraints are

sA 7−→ qAg
−1sAg, σaA 7−→ qag

−1σaAhA, ΥA 7−→ q−1
A h−1

Ā
ΥAhA, (3.19)

where g ∈ U(k), hA ∈ U(nA). The reason why it is called the spatial rotation is because
{Ba}a∈4 correspond to the four complex coordinates of C4 and {qa}a∈4 act as the maximal
torus U(1)3 of the group SU(4) ⊂ Spin(8) rotating the C4.
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C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D0 • • • • • • • • • −

D6123 − − − − − − • • • −
D6124 − − − − • • − − • −
D6134 − − • • − − − − • −
D6234 • • − − − − − − • −

Table 2. Brane configuration of gauge origami of tetrahedron instanton.

Tetrahedron instanton

The spiked instanton system is a system where D-branes wrapping C2 ⊂ C4 appeared.
Recently, the gauge origami system was generalized to stacks of D-branes wrapping C3 ⊂ C4

and is called the tetrahedron instanton system [52, 53, 81]. The intersecting D-brane
configuration is given by

Type IIB D(−1)-D5 C4 × R2 rational
Type IIA D0-D6 C4 × R× S1 trigonometric
Type IIB D1-D7 C4 × T2 elliptic

(3.20)

We focus on the type IIA theory as in table 2 with the Ω-background in C4. Similar to
the spiked instanton case, we label each stack of nā D6-branes as D6ā(a ∈ 4) depending on
which C3

ā subspace they wrap. For each D6ā-brane, we have a 7d N = 1 U(nā) theory. We
also have bifundamental contributions coming from the junctions of D6ā and D6b̄, for a ̸= b.
The D0-branes play the roles of instantons and are called the tetrahedron instantons. In this
case, there are only two types of instantons. The first type of instantons are the instantons on
C3 coming from the D6ā theory. The second type is a folded instanton contribution coming
from D6ā and D6b̄, where a ̸= b. In this case, we only have this type because any two stacks
of D6-branes spanning different subspaces will share 4+1 dimensions. Therefore, focusing on
one of the stacks of D6-branes, other stacks of D6-branes are codimension-two defects.

Let us review the instanton moduli space of the tetrahedron instanton system discussed
in [52] (see also [53, 81]). For each gauge group U(nā) (a ∈ 4) coming from the D6ā-branes, we
associate a vector space Nā = Cnā (a ∈ 4). We also associate the k D0-branes with a vector
space K = Ck. The open strings connecting the D0-branes give Ba ∈ Hom (K,K) which is
the same with the spiked instanton setup. Maps Iā ∈ Hom (Nā,K) correspond to the open
strings connecting the D0 and D6-branes. We then introduce the following moment maps:

µA = [Ba, Bb], A = ab (a < b)

sA = µA + ϵAĀµ
†
Ā
= [Ba, Bb] +

1
2ϵabcd[B†

c , B
†
d], A = ab

µR =
∑
a∈4

[Ba, B
†
a] +

∑
a∈4

IāI
†
ā

(3.21)

where all of them belong to Hom (K,K). The moment map equations are given

{µR = ζ · 1k}/U(k) (ζ > 0), {sA = 0}/U(k). (3.22)
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We also have the contributions coming from the open strings connecting the D0 and D6-branes:

{σā = 0}a∈4/U(k), σā = BaIā ∈ Hom (Nā,K). (3.23)

The instanton moduli space of the tetrahedron instanton system is defined as

Mn⃗,k =
{
(B⃗, I⃗) | µR − ζ · 1k = sA = σā = 0

}/
U(k). (3.24)

Note that similar to the spiked instanton case, using∑
a<b

Tr [Ba, Bb][Ba, Bb]† =
1
2
∑
a<b

Tr sabs
†
ab, (3.25)

the condition sA = 0 is replaced with a stronger condition µA = 0, which coincides with
the F-term condition of the world-volume theory of the D0-branes. When there is only one
stack of D6-branes, say D6123, we can set Iā = 0 (a ̸= 4) and indeed obtain the standard
moduli space of the D0-D6 theory [41, 44, 45, 47].

We also have similar gauge symmetries of D0 and flavor symmetries coming from D6ā.
The gauge symmetry is

(Ba, Ib̄)a,b∈4 7−→ (g−1Bag, g
−1Ib̄), g ∈ U(k), (3.26)

while the flavor symmetries are given

(Ba, Ib̄) 7−→ (Ba, Ib̄hb̄), h = (hā)a∈4 ∈
∏
a∈4

U(nā). (3.27)

The rotational symmetry is given as

(Ba, Ib̄) 7−→ (qaBa, Ib̄). (3.28)

Note that the condition (3.18) comes from the invariance of sA = 0. The symmetry trans-
formation of the generalized ADHM constraints are

sA 7−→ qAg
−1sAg, σā 7−→ qag

−1σāhā (3.29)

where g ∈ U(k), hā ∈ U(nā).

Magnificent four

Instead of considering D-branes wrapping subspaces of C4, we can consider D-branes wrapping
the entire C4 [15, 16, 80]. It is called the magnificent four system. The brane configura-
tion is given

Type IIB D(−1)-D7-D7 C4 × R2 rational
Type IIA D0-D8-D8 C4 × R× S1 trigonometric
Type IIB D1-D9-D9 C4 × T2 elliptic

(3.30)

Again, we focus on the type IIA case. The D8 and D8 branes wrap the C4 × S1. In order to
stabilize the configuration, the D8-branes need to appear in pair with D8-branes. Considering
n D8-D8 branes, we get a U(n|n) supergroup gauge theory. Similar to other cases, the
D0-branes play the roles of C4-instantons.
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C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D0 • • • • • • • • • −
D8 − − − − − − − − • −
D8 − − − − − − − − • −

Table 3. Brane configuration of magnificent four.

We denote the vector space coming from the D8-branes as n = Cn and the vector space
coming from the instantons as K = Ck. We have maps Ba ∈ Hom (K,K) and I ∈ Hom (n,K)
corresponding to the D0-D0 and D0-D8 strings. We define the moment maps as

µR =
∑
a∈4

[Ba, B
†
a] + II†,

µA = [Ba, Bb], A = ab (a < b),

sab = [Ba, Bb] +
1
2ϵabcd[B†

c , B
†
d]

(3.31)

and the instanton moduli space is defined as

Mn,k =
{
(B⃗, I) | µR − ζ · 1k = sA = 0

}/
U(k). (3.32)

Similarly, using (3.25), the condition sA = 0 is replaced with µA = 0. The difference with
the tetrahedron system is that there are no conditions coming from σā = 0.

The symmetries of the ADHM variables and ADHM constraints are similar to the
tetrahedron case:

(Ba, I)a∈4 7−→ (g−1Bag, g
−1I), g ∈ U(k),

(Ba, I) 7−→ (Ba, Ih), h ∈ U(n),
(Ba, I) 7−→ (qaBa, I)

(3.33)

and
sA 7−→ qAg

−1sAg, g ∈ U(k). (3.34)

Coupled vortex system

Analogous to the setup introduced before, one would like to consider a system where D-branes
wrapping C ⊂ C4 appear. For the moment, we do not know what kind of system it would be
but based on the previous discussions, we expect it will be a theory of intersecting 2d/3d/4d
gauge theories coming from the following:

Type IIB D(−1)-D1 C4 × R2 rational
Type IIA D0-D2 C4 × R× S1 trigonometric
Type IIB D1-D3 C4 × T2 elliptic

(3.35)

We expect that vortex-like objects appear and we call it the coupled vortex system. Focusing
on the D0-D2 setup, the brane set-up should look like table 4. We will have a 3d U(na)
theory on each Ca × S1 and there should be bifundamentals connecting such 3d theories.
Note that in this case, any two stack of D2-branes D2a and D2b, where a ̸= b will share
a one-dimensional space S1.
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For the moment, we do not know how to define the moduli space of this system. The
discussion here is still a conjecture and a detailed analysis is postponed for future work
(see [82, eq. (60)], [41, 83] for related works).

We denote the vector space coming from the D2-branes as Na = Cna and the vector space
coming from the instantons as K = Ck. The contributions coming from the D0-D0 and D0-D2
strings give Ba ∈ Hom (K,K) and Ia ∈ Hom (Na,K). We also have J (b)

a ∈ Hom (K,Na)
where b ̸= a corresponding to open strings in the opposite direction.

We conjecture that the D-term condition for this system is6

µR =
∑
a∈4

[Ba, B
†
a] +

∑
a∈4

IaI
†
a −

∑
a∈4

∑
b ̸=a

J (b)†
a J (b)

a ∈ Hom (K,K) (3.36)

and
{µR = ζ · 1k}/U(k) (ζ > 0). (3.37)

Additional contributions coming from the F-term are necessary. We conjecture that there
is a condition generalizing (3.7) and (3.8):

{sA = 0}/U(k), (3.38)

where
sA = µA + ϵAĀµ

†
Ā
∈ Hom (K,K), µA = [Ba, Bb] + · · · . (3.39)

The explicit form of the right-hand side of µA is unknown. Moreover, we expect that we
have two more sets of conditions

{σb;a = 0}/U(k) (b ̸= a), {σ̃a = 0}/U(k) (3.40)

where σb;a, σ̃a ∈ Hom (Na,K) are generalizations of (3.9). The conditions above should also
be invariant under the following symmetries

(Ba, Ia, J
(b)
a )a∈4,b∈ā 7−→ (g−1Bag, g

−1Ia, J
(b)
a g), g ∈ U(k),

(Ba, Ia, J
(b)
a ) 7−→ (Ba, Iaha, h

−1
a J (b)

a ), h = (ha)a∈4 ∈
∏
a∈4

U(na),

(Ba, Ia, J
(b)
a ) 7−→ (qaBa, Ia, qabJ

(b)
a ),

(3.41)

where the U(1)3 transformation of J (b)
a is still a conjecture. The transformation of the

generalized ADHM constraints is expected to be7

sA 7−→ qAg
−1sAg, σb;a 7−→ qbg

−1σb;aha, σ̃a 7−→ q−1
a g−1σ̃aha, (3.42)

where g ∈ U(k), ha ∈ U(na).
6Like other cases, µR is a sum of the D-term conditions of the vortex moduli space after setting J

(b)
a = 0 on

the moduli space. Recall that the standard vortex theory comes from the moduli space {(B, I) | [B, B†] +
II† = ζ · 1k}/U(k) (see [82, eq. (60)]).

7The charges were assigned so that we can reproduce the contour integral formula that will be proposed in
section 3.6. The contour integral formula in (3.155) is rewritten as

ZD2
k ∝

∮ k∏
I=1

dxI

2πιxI

∏
a∈4

na∏
α=1

k∏
I=1

gā

(
va,α

xI

)∏
I<J

AC4

(
xI

xJ

)−1
.

The ADHM variables (Ba, Ia, J
(b)
a ) (b ̸= a) give the denominators

Ba :
∏
a∈4

∏
I ̸=J

(1− qaxI/xJ)−1, Ia :
∏
a∈4

na∏
α=1

k∏
I=1

(1− va,α/xI)−1, J(b)
a :

∏
a∈4

∏
b ̸=a

na∏
α=1

k∏
I=1

(1− qabxI/va,α)−1

– 24 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D0 • • • • • • • • • −
D21 − − • • • • • • • −
D22 • • − − • • • • • −
D23 • • • • − − • • • −
D24 • • • • • • − − • −

Table 4. Brane configuration of coupled vortex system.

3.2 Equivariant index formalism

In this section, we briefly review the equivariant index formalism and introduce the notation
we use in this paper. Some of the notations were already used in the previous section. We
basically follow the notations of [12]. Explicit applications to the gauge origami system
introduced in the previous section will be discussed in later sections.

Index functor. For a vector bundle with the virtual character

ch X =
∑

i

nie
xi , (3.43)

where ni ∈ Z here is the multiplicity and xi’s are the Chern roots, the index functor to
convert the additive components to multiplicative components is defined as

I [X] =
∏

i

JxiKni , JxK =


x, (4d)
1− e−x, (5d)
θ(e−x; p), (6d)

(3.44)

The theta function here is defined in appendix A.2. The hierarchical structure between
rational, trigonometric, and elliptic functions appears here by taking the limit as

θ(e−x; p) p→0−−−→ 1− e−x = x+O(x2). (3.45)

Depending on the type Z × C where Z is a toric Calabi-Yau four-fold and C = C,C×,T2,
the index is obtained from (3.44).

while the ADHM constraints sA = 0, σb;a = 0, σ̃a = 0 give the numerators

sA =0 :
∏
I<J

∏
A∈6

(1−qAxI/xJ), σb;a =0(b ̸= a) :
k∏

I=1

∏
a∈4

na∏
α=1

∏
b ̸=a

(1−qbva,α/xI), σ̃a :
∏
a∈4

k∏
I=1

na∏
α=1

(1−q−1
a va,α/xI).

Including the Haar measure contribution

U(k) :
∏
I ̸=J

(1− xI/xJ),

we obtain the contour integral formula. See [47, 64] for example for a review on how to relate the ADHM
variables and constraints with the contour integral formula.
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Most of the computations in this paper will be done explicitly using the trigonometric
notation, so when not mentioned we are using the following convention:

I[x] = (1− x−1) = exp
(
−

∞∑
n=1

1
n
x−n

)
(3.46)

but using the formula in (3.44) one can convert the results to rational and elliptic ones.
For the elliptic case, we distinguish the index as Ip[x] and a brief computation will be
done in section 12.

Note that the character of the dual of bundle X is defined as

ch X∨ =
∑

i

nie
−xi (3.47)

and we have the reflection property

I
[
X∨] = (−1)rkX detX I[X] (3.48)

where rkX =∑
i ni and detX = ∏

i e
nixi . The index in the 5d notation can be written using

the character of the anti-symmetrization,

∧•X =
∞∑

n=0
(−1)n ∧n X , I[X] = ch∧•X∨. (3.49)

Since ∧nX = 0 for n > rkX, the summation is finite if rkX <∞. Then, the twisted index
gives rise to the characteristic polynomial

I[Xy∨] =
∏

i

(1− y/yi) =
∞∑

k=0
(−y)k ch∧kX∨ =: ch∧•yX, chX =

∑
i

yi. (3.50)

We also have the p-th Adams operation on X defined as

ch X[p] =
∑

i

nie
pxi . (3.51)

From now on, the characters and the bundles will be identified and we omit the ch and
simply write it as

X =
∑

i

nie
xi . (3.52)

Four and six. The set of non-negative integers are denoted as [n] = {1, 2, . . . , n} where
n ∈ N. Let 4 denote the set [4], 6 denote the set of 2-element subsets of 4, and 4∨ denote
the set of 3-element subsets of 4 as

4 = {1, 2, 3, 4}, 6 = {12, 13, 14, 23, 24, 34}, 4∨ = {123, 124, 134, 234}. (3.53)

The order is defined in the lexicographic order as 12 < 13 < 14 < 23 < 24 < 34. The
complement Ā of A ∈ 6 is defined for example as

A = 12, Ā = 34. (3.54)
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Figure 6. The four vertices of the tetrahedron correspond to the Ca (a ∈ 4), the six edges connecting
two vertices of the tetrahedron correspond to the C2

A (A ∈ 6), the four faces surrounded by three
vertices and the three edges connecting them correspond to the complex 3d subspace C3

ā (a ∈ 4), and
the whole tetrahedron correspond to the C4

4.

Note that 4 ≃ 4∨ under the map a ∈ 4 ↔ ā ∈ 4∨. We introduce the set 3 as the quotient
6/ ∼ where A ∼ Ā is

(12) ∼ (34), (13) ∼ (24), (23) ∼ (14) (3.55)

and choose the representative as A = a4, a ∈ [3]. We also use

A = (ab), sup(A) = b, inf(A) = a (3.56)

for a < b.
From the geometric viewpoint, the set 4 denotes the complex dimension 1 and 3 sub-

manifolds of the Calabi-Yau four-fold, while the set 6 denotes the complex dimension 2
submanifolds. We can summarize the data of this in a tetrahedron (see figure 6).

Data. The coordinates of C4 are denoted zi (i = 1, 2, 3, 4). The Ω-deformation param-
eters are

qa = eϵa ,
∑
a∈4

ϵa = 0, (3.57)

where we simply omit the S1 radius. This is the Cartan torus of SU(4), which acts on the
four complex coordinates as

(z1, z2, z3, z4) 7→ (q1z1, q2z2, q3z3, q4z4) (3.58)

with the condition q1q2q3q4 = 1.
We also use the notations:

Qa = qa = eϵa , Pa = ∧•Qa = 1− qa, P∨
a = 1− q−1

a , a ∈ 4 (3.59)

and for any subset S ⊆ 4

QS =
∏
a∈S

Qa, PS =
∏
a∈S

Pa. (3.60)
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For example, we have

PA = (1− q1)(1− q2), A = 12,
Pabc = (1− qa)(1− qb)(1− qc), a, b, c ∈ 4.

(3.61)

Some properties of the index are

q4 = q∅ = 1, P4 = P1P2P3P4, qS̄ = q−1
S , P∨

S = (−1)|S|q−1
S PS , (3.62)

for any subset S ⊆ 4. Note here, we denote S̄ as the complement of the subset S. For
later use, we also define PS̄ = ∏

a∈S̄ Pa.
For example, we have

P4̄ = P123 = (1− q1)(1− q2)(1− q3). (3.63)

For the subsets S ⊂ 4, we use the following notation

S =


a, a = 1, 2, 3, 4,
A, A ∈ 6,
ā, ā ∈ {123, 124, 134, 234}

(3.64)

We can also decompose P4 as

P4 = P3 + P∨
3 , P4 = P∨

4 . (3.65)

Using the reflection property of the index in (3.48), we obtain the reflection properties of
the index of the bundles Pa as

I[Pax] = q−1
a I[P∨

ax
∨], I[Pabx] = I[P∨

abx
∨], I[Pabcx] = I[P∨

abcx
∨], I[P4x] = I[P∨

4x
∨]

(3.66)
where a, b, c ∈ 4 and a ̸= b, b ̸= c, a ̸= c.

Structure functions. Let us introduce special functions which we call structure functions
that will be used frequently later:8

Va(x) = I[−P∨
ax

∨] = 1− qax

1− x , a ∈ 4,

Sab(x) = I[−P∨
abx

∨] = (1− qax)(1− qbx)
(1− x)(1− qaqbx)

, ab ∈ 6,

gā(x) = I[−P∨
āx

∨] =
∏

i ̸=a(1− qix)(1− q−1
a x)

(1− x)∏i ̸=a(1− q−1
a q−1

i x)
, a ∈ 4,

AC4(x) = I[−P∨
4x

∨] =
∏4

i=1(1− qix)
∏4

i=1(1− q−1
i x)

(1− x)2∏i ̸=j(1− qiqjx)
.

(3.67)

8The terminology structure functions comes from an observation that if we take ā = 4̄ = 123, and take the
limit q4 → 1, the function gā(x) will be

g123(x) =
(1− q1x)(1− q2x)(1− q3x)(1− q−1

4 x)
(1− x)(1− q−1

4 q−1
1 x)(q−1

4 q−1
2 x)(1− q−1

4 q−1
3 x)

q4→1−−−→ (1− q1x)(1− q2x)(1− q3x)
(1− q−1

1 x)(1− q−1
2 x)(1− q−1

3 x)

where q1,2,3 → q1,2,3 and q1q2q3 = 1. It resembles the structure function of the quantum toroidal gl1 (see
section 9.1).
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Obviously, we have the following properties:

gabc(x) =
Sab(x)
Sab(qcx)

= Sbc(x)
Sbc(qax)

= Sac(x)
Sac(qbx)

,

Sab(x) =
Va(x)
Va(qbx)

= Vb(x)
Vb(qax)

, AC4(x) = gā(x)
gā(qax)

, a, b, c ∈ 4.
(3.68)

Using (3.48), (3.62), and (3.66), we also have the following reflection formulas:

Va(x) = I[−P∨
ax

∨] = qaI[−Pax] = qaVa(q−1
a x−1)−1,

Sab(x) = I[−P∨
abx

∨] = I[−Pabx] = Sab(q−1
a q−1

b x−1)
gā(x) = I

[
−P∨

āx
∨] = I [−Pāx] = gā(qax

−1)−1,

AC4(x) = I
[
−P∨

4x
∨
]
= I[−P4x] = AC4(x−1).

(3.69)

Example: Â0 quiver gauge theory on C2
12 × S1 (5d N = 1∗ theory).

The k-instanton moduli space of U(n) gauge theory on C2
12 denoted by Mn,k is parametrized

by the topological data (n, k) where k is the instanton number. The framing space and
instanton space are

N = Cn, K = Ck (3.70)

and the automorphism groups GL(N), GL(K) give the characters

N =
n∑

α=1
eaα =

n∑
α=1

vα, K =
k∑

I=1
eϕI =

k∑
I=1

xI . (3.71)

The observable sheaf, which is obtained from the universal sheaf via localization, is defined as

Y ≡ N−P12K (3.72)

and the vector multiplet contribution, which is obtained by the tangent bundle over the
instanton moduli space TMn,k, is given as

vvect. =
Y∨Y
P12

= N∨N
P12

−N∨K−Q∨
12K∨N + P∨

12K∨K. (3.73)

Without adding any other multiplets, the index of this contribution computes the partition
function of the pure super Yang-Mills theory. To add an adjoint hypermultiplet with mass m,
we need to add the following term to the vector multiplet contribution

Hadj = −Madj
Y∨Y
P12

, Madj = em =: µ. (3.74)

Then, the 5d N = 1∗ theory partition function will be given by the index of

v = Y∨(1−Madj)Y
P12

. (3.75)
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Using the convention q3 = µ−1, q4 = µq−1
12 obeying q1q2q3q4 = 1, we have

v = Y∨P∨
3 Y

P12
= N∨P∨

3 N
P12

−P∨
3 N∨K−Q∨

12P∨
3 K∨N + P∨

123K∨K = v̊ + vinst,

v̊ = N∨P∨
3 N

P12
, vinst = −P∨

3 N∨K−Q∨
12P∨

3 K∨N + P∨
123K∨K.

(3.76)

The instanton partition function will be Z(n,k) = I[vinst] which gives the contour integral
formula.

Proposition 3.1 (Losev-Moore-Nekrasov-Shatashvili (LMNS) formula [37, 38, 84]). The
k-instanton partition function of 5d N = 1∗ U(n) gauge theory defined on C2 × S1 is given
by the following contour integral,

Z(n,k) =
1
k!

( (1− q12)
(1− q1)(1− q2)

S12(q3)
)k

×
∮ k∏

I=1

dxI

2πιxI

k∏
I=1

P (q−1
3 xI)P̃ (q−1

4 xI)
P (xI)P̃ (q−1

34 xI)

k∏
I ̸=J

S12(q3xI/xJ)
S12(xI/xJ)

(3.77)

where ι =
√
−1 and the gauge polynomials

P (x) = I[N∨x] =
n∏

α=1

(
1− vα

x

)
, P̃ (x) = I[x−1N] =

n∏
α=1

(
1− x

vα

)
. (3.78)

This integral is taken over the Cartan torus of GL(K), which is interpreted as the Jeffrey-
Kirwan residue [85] of the integrand.

The total instanton partition function is then given as

Zinst. =
∞∑

k=0
qkZ(n,k), (3.79)

where qk = exp(2kπιτ) is the topological term with the complexified coupling constant,
τ = θ

2π + 4πι
g2 , with θ the theta angle and g2 the gauge coupling.

The contour integral will actually localize on the fixed points classified by n-tuples of
Young diagrams [1, 2, 8]:

v⃗ = (vα)α=1,...,n, λ⃗ = (λ(α))α=1,...,n, |λ⃗| =
n∑

α=1
|λ(α)| = k,

{xI}I=1,...,k −→ {χ12,vα( ) = vαq
i−1
1 qj−1

2 }α=1,...,n, =(i,j)∈λ(α) .

(3.80)

The instanton partition function is then obtained by summing the residues coming from each
pole. The character of the instanton bundle K at each fixed point λ⃗ is given by

K|
λ⃗
=

n∑
α=1

∑
∈λ(α)

χ12,vα( ). (3.81)
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Inserting this in (3.76) and taking the index, we obtain the contribution to the instanton
partition function of 5d N = 1∗ theory from each fixed point λ⃗ as

ZD4
12 [v⃗, λ⃗ ; q3] =

n∏
α,β=1

N12(q3vα, λ
(α) | vβ , λ

(β))
N12(vα, λ(α) | vβ , λ(β))

(3.82)

where we defined the Nekrasov factor as

N12(v1,λ(1) |v2,λ(2))=
∏
∈λ(1)

(
1− q12χ12,v1( )

v2

) ∏
∈λ(2)

(
1− v1

χ12,v2( )

) ∏
∈λ(1)

∈λ(2)

S12

(
χ12,v1( )
χ12,v2( )

)
.

(3.83)
The instanton partition function will then be given as follows.

Proposition 3.2 ([1, 2]). The instanton partition function of 5d N = 1∗ U(n) gauge theory
is given by summation over n-tuple partitions,

Zinst. =
∑

λ⃗

q|λ⃗|ZD4
12 [v⃗, λ⃗ ; q3]. (3.84)

The index D4 comes from the fact that this theory comes from n D4-branes in the C4 set-up
with Ω-background.

Nekrasov factors for 5d theory. Using the quadrality in qa (a ∈ 4), we define similar
Nekrasov factors9 which can be used to discuss gauge theories on C2

A × S1 (A ∈ 6):

NA(v1,λ(1) |v2,λ(2))=
∏
∈λ(1)

(
1− qAχA,v1( )

v2

) ∏
∈λ(2)

(
1− v1

χA,v2( )

) ∏
∈λ(1)

∈λ(2)

SA

(
χA,v1( )
χA,v2( )

)
,

(3.86)
where we defined the box content as

χab,v( ) = vqi−1
a qj−1

b , A = ab ∈ 6, = (i, j) ∈ λ. (3.87)

Lemma 3.3. The recursion formulas of the 5d Nekrasov factors are given as follows,

NA(v1, λ(1) + | v2, λ(2))
NA(v1, λ(1) | v2, λ(2))

= YA∨
λ(2),v2

(qAχA,v1( ))

NA(v1, λ(1) | v2, λ(2) + )
NA(v1, λ(1) | v2, λ(2))

= YA
λ(1),v1

(χA,v2( )),
(3.88)

9The Nekrasov factors can be written using the arm and leg length of each box in the Young diagrams,
aλ( ) = λi − j and ℓλ( ) = λT

j − i for = (i, j), such as

Nab(v1, λ | v2, ν) =
∏
∈λ

(
1− Qqℓλ( )

a q
−aν ( )
b

)∏
∈ν

(
1− Qq−ℓν ( )

a q
aλ( )+1
b

)
, Q = v1/v2. (3.85)

From the algebraic viewpoint, using the product form in (3.86) is much useful so we will use it rather than
the simplified form in (3.85).
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where we define the Y-functions,

YA
λ,v(x) =

(
1− v

x

)∏
∈λ

SA

(
χA,v( )
x

)
=

∏
∈A(λ)

(1− χA,v( )/x)∏
∈R(λ)

(1− qAχA,v( )/x) ,

YA∨
λ,v (x) =

(
1− x

v

)∏
∈λ

SA

(
q−1

A

x

χA,v( )

)
=

∏
∈A(λ)

(1− x/χA,v( ))

∏
∈R(λ)

(
1− q−1

A x/χA,v( )
)

(3.89)

This Y-functions have been introduced to describe the Seiberg-Witten curve of generic
quiver gauge theory [71]. Physically, it can be understood as the contribution of the
codimension four defect operator (Wilson loop along S1 in the current setup) under the
instanton background [65]. See also section 3.8.

3.3 Magnificent four

Let us first consider the magnificent four setup introduced and discussed in [15, 16] (see also
section 3.1). Mathematically, the partition function is interpreted as the generating function
the Donaldson-Thomas invariants of the Calabi-Yau four-fold C4 [76, 86] and physically, it
corresponds to the setup discussed in [87–90]. Let us review how to derive the instanton
partition function.

The associated cotangent bundle of C4 is decomposed into

Q =
4⊕

i=1
Qi, ch Qi = qi (3.90)

where the Calabi-Yau condition is imposed q1q2q3q4 = 1. The framing and instanton bundles
N = n − n̄, K with the characters are given by

N = n− n̄ =
n∑

α=1
(eaα − ebα) =

n∑
α=1

(vα − v̄α), K =
k∑

I=1
eϕI =

k∑
I=1

xI . (3.91)

Note that the contribution of n̄ in N corresponds to D8-branes, that are indispensable to
stabilize the brane configuration. The observable sheaf is then defined as

Y = N−P4K (3.92)

and the vector multiplet contribution is given as

V = Y∨Y
P4

= V̊ + Vinst, V̊ = N∨N
P4

, Vinst = −N∨K−K∨N + P∨
4K∨K. (3.93)

Due to the lack of a perfect obstruction theory for the CY four-folds, we need to take the
“square root” part of the total bundle V (see e.g., [91, 92]), which we choose

Vinst = vinst + v∨
inst, vinst = −N∨K + P∨

123K∨K (3.94)

where we used

P4 = P123 + P∨
123. (3.95)
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We note that other decompositions using P234, P134, and P124 gives the same result up
to sign factors [15, 16].

Following the procedure in the previous section, we have the following expression for
the instanton partition function.

Proposition 3.4 ([15, 16]). The total partition function of the magnificent four system is
given by

ZD8
inst. =

∞∑
k=0

qkZD8
k . (3.96)

Each contribution is given by the contour integral over the Cartan torus of GL(K), which is
interpreted as the Jeffrey-Kirwan residue of the integrand,

ZD8
k = I[vinst] =

Gk
4̄
k!

∮ k∏
I=1

dxI

2πιxI

k∏
I=1

P (xI)
P (xI)

∏
I ̸=J

g4̄

(
xI

xJ

)−1
(3.97)

where we define

Gā =
∏

i ̸=a(1− q−1
a q−1

i )
(1− q−1

a )∏i ̸=a(1− qi)
, a ∈ 4

P (x) =
n∏

α=1

(
1− vα

x

)
, P (x) =

n∏
α=1

(
1− v̄α

x

)
.

(3.98)

Note that this contour integral formula is compatible with the symmetries of the moduli
space given in (3.33), (3.34) (see also the discussion in footnote 7).

Actually, the poles (the equivariant fixed point in the moduli space) of the multi-integral
are classified by n-tuples of solid partitions and we can rewrite the instanton partition
function in a sum of solid partitions:

v⃗ = (vα)α=1,...,n, ρ⃗ = (ρ(α))α=1,...,n, |ρ| =
n∑

α=1
|ρ(α)| = k,

{xI}I=1,...,k −→ {χ4,vα( ) = vαq
i−1
1 qj−1

2 qk−1
3 ql−1

4 }α=1,...,n, =(i,j,k,l).

(3.99)

Note that the hyper cubes in the origin of the solid partitions have coordinates vα (α = 1, . . . , n)
but not v̄α (α = 1, . . . , n). This is because in the contour integral formula (3.97), only the
factors coming from P (x) give poles but P (x) will not. At the fixed point ρ⃗, the character
of the bundle K will be

K|ρ⃗ =
n∑

α=1

∑
∈ρ(α)

χ4,vα( ). (3.100)

Since a D8-brane will appear with a D8 as a pair, it is natural to use the following notation

v̄α = Kαvα, α = 1, . . . , n, N =
n∑

α=1
(1−Kα)vα (3.101)
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where10 Kα physically represents the distance between the D8α and D8α branes. Inserting
this to (3.94) and taking the index, we obtain

ZD8
4;4[v⃗, ρ⃗ ;

#”

K] =
n∏

α=1
ZD8

4;4[ρ(α);Kα]
∏
β>α

ZD8-D8
Kα|Kβ

(vα, ρ
(α) | vβ , ρ

(β)),

ZD8
4;4[ρ ;K] =

∏
∈ρ

(1−Kv/χ4,v( ))
(1− v/χ4,v( ))

∏
, ′∈ρ

g4̄

(
χ4,v( )
χ4,v( ′)

)−1

,

ZD8-D8
K1|K2

(x1, ρ(1) |x2, ρ(2)) =
∏
′∈ρ(2)

(
1−K1x1/χ4,x2( ′)
1− x1/χ4,x2( ′)

) ∏
∈ρ(1)

(
K2

1−K−1
2 χ4,x1( )/x2

1− χ4,x1( )/x2

)

×
∏
∈ρ(1)
′∈ρ(2)

AC4

(
χ4,x1( )
χ4,x2( ′)

)−1

.

(3.102)
The factor ZD8

4;4[ρ ;K] comes from the U(1|1) gauge theory for each D8-D8 stack. The
subindex 4 comes from the fact we are using P4̄ = P123 for the square root part. For
later use, we introduce

ZD8
4;a[ρ ;K] =

∏
∈ρ

(1−Kv/χ4,v( ))
(1− v/χ4,v( ))

∏
, ′∈ρ

gā

(
χ4,v( )
χ4,v( ′)

)−1

, a ∈ 4. (3.103)

The factor ZD8-D8
K1|K2

(x1, ρ(1) |x2, ρ(2)) comes from the open strings connecting the two different
stacks D8α-D8α and D8β-D8β.

Proposition 3.5 ([15, 16]). The total instanton partition function of K-theoretic U(n|n)
magnificent four system is given by summation over n-tuple solid partitions,

ZD8
inst. =

∑
ρ⃗∈SP

q|ρ⃗|(−1)σa(ρ⃗)ZD8
4;a[v⃗, ρ⃗ ;

#”

K], a ∈ 4 (3.104)

where σa(ρ⃗) is the sign factor depending on the choice of the orientation associated with the
square root bundle.

One-loop perturbative part. For the one-loop perturbative part, we need to take the
index of the square root part of V̊. To do this, we first omit the singular part, specify an
ordering in the parameters {vα} and then take half of them:

V̊ = N∨N
P4

= 1
P4

∑
α,β

(1−K∨
α )(1−Kβ)vβ/vα → v̊ + v̊∨,

v̊ = 1
P4

∑
vβ>vα

(1−K∨
α )(1−Kβ)vβ/vα.

(3.105)

10Later in section 9.1, we will see that this notation of {Kα}α is motivated from the central charge of the
MacMahon representation of quantum toroidal gl1.
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The index will then be

I[̊v] =
∏
α<β

ZD8-D8
1-loop (vα,Kα | vβ ,Kβ) =: ZD8

1-loop,

ZD8-D8
1-loop (v1,K1 | v2,K2) = exp

−∑
n>0

1
n

(1−K−n
2 )(1−Kn

1 )
P[n]

4

(
v1
v2

)n
 . (3.106)

The one-loop perturbative part can be written using the q-shifted factorial or q-deformed
multi-gamma functions in appendix A.1 and (A.11).

3.4 Tetrahedron instanton

The instanton partition function of the tetrahedron instanton was first computed in [52]. We
also note that the contour integral formula of the C3-partition function was given in [45, 47].
Let us review the explicit formulas.

The total index of the tetrahedron instanton system resembles the magnificent four
system. The different part is that the total observable sheaf Y will be a sum of the observable
sheaves11 of Yā corresponding to the theory on C3

ā × S1:

V = Y∨Y
P4

, Y =
∑
a∈4

PaYā, Yā = Nā −PāKā (3.107)

which gives

V = V̊ + Vinst., V̊ =
∑

a,b∈4

P∨
a Pb

P4
N∨

ā Nb̄,

Vinst. =
∑

a,b∈4

(
−PbNb̄K

∨
ā −P∨

a N∨
ā Kb̄ + P4K∨

ā Kb̄

)
,

(3.108)

where

Nā =
nā∑

α=1
eaā,α =

nā∑
α=1

vā,α, Kā =
kā∑

I=1
eϕā,I =

kā∑
I=1

xā,I , a ∈ 4. (3.109)

Note that the observable sheaves can be rewritten as

Y =
∑
a∈4

PaNā −P4
∑
a∈4

Kā =
∑
a∈4

PaNā −P4K (3.110)

where K = ∑
a∈4 Kā is the vector space introduced in section 3.1. For later use, we

decomposed the instanton bundle into components Kā so that the instanton partition
function after localization has a nice decomposition formula. Similar to the magnificent
four setup, we need to take the square root part of V. For the instanton part, we choose
the following square root part:

vinst. =
∑
a∈4

(
−P∨

a N∨
ā Kā +

P4

P∨
a

K∨
ā Kā

)
−
∑
a∈4

∑
b ̸=a

P∨
a N∨

ā Kb̄ +
∑
a<b

P4K∨
ā Kb̄,

Vinst. = vinst. + v∨
inst.

(3.111)

11Note here that the subindex ā of Yā, Nā, Kā does not mean that these bundles are products of bundles
with index a such as N123 = N1N2N3.

– 35 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

where the first two terms give the partition function of the theory on C3
ā × S1 and the

last two terms give the bifundamental contributions coming from open strings connecting
C3

ā × S1 and C3
b̄
× S1.

The contour integral formula is obtained by inserting (3.109) into (3.111) and taking
the index.

Proposition 3.6 ([52]). The k-instanton partition function of the tetrahedron instanton
system is given by the contour integral,

ZD6
k = I[vinst.] =

Gk

k!

∮ ∏
a∈4

kā∏
I=1

dxā,I

2πιxā,I

∏
a,b∈4

nā∏
α=1

kb̄∏
I=1

Va

(
vā,α

xb̄,I

)

×
∏
a∈4

kā∏
I ̸=J

gā

(
xā,J

xā,I

)−1 ∏
a<b

kā∏
I=1

kb̄∏
J=1
AC4

(
xā,I

xb̄,J

)−1
(3.112)

where
Gk =

∏
a∈4
Gkā

ā , k! =
∏
a∈4

kā!. (3.113)

The total partition function is then given by

ZD6
inst. =

∞∑
k=0

qk
∑

(kā)a∈4,∑
a

kā=k

ZD6
k .

(3.114)

We also note that this contour integral formula is compatible with the symmetries given
in (3.26), (3.27), (3.28), (3.29).

The poles of the contour integral are classified by plane partitions:

v⃗ = (v⃗ā)a∈4 = (vā,α)α=1,...,nā
a∈4 , π⃗ = (π⃗ā)a∈4 = (π(α)ā )α=1,...,nā

a∈4 , |π⃗| =
∑
a∈4

nā∑
α=1
|π(α)ā |,

{xā,I}I=1,...,kā
a∈4 −→ {χā,vā,α( )}α=1,...,nā

a∈4, ∈π
(α)
ā

, χabc,v( ) = vqi−1
a qj−1

b qk−1
c .

(3.115)

At the fixed points, the character of Kā will be

Kā|π⃗ā
=

nā∑
α=1

∑
∈π

(α)
ā

χā,vā,α( ), a ∈ 4. (3.116)

Inserting this in (3.111) and taking the index, we have

ZD6
tet.inst. [⃗v, π⃗] =

∏
a∈4

nā∏
α=1
Z̃D6

ā [π(α)ā ]
∏
a∈4

∏
1≤α<β≤nā

ZD6-D6
ā|ā (vā,α, π

(α)
ā | vā,β , π

(β)
ā )

×
∏
a<b

nā∏
α=1

nb̄∏
β=1
ZD6-D6

ā|b̄ (vā,α, π
(α)
ā | vb̄,β , π

(β)
b̄

),
(3.117)
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where

Z̃D6
ā [π] =

∏
∈π

1− qav/χā,v( )
1− v/χā,v( )

∏
∈π
∈π

gā

(
χā,v( )
χā,v( )

)−1

,

ZD6-D6
ā|b̄ (v1, π(1) | v2, π(2)) =

∏
∈π(1)

(
qb
1− q−1

b χā,v1( )/v2
1− χā,v1( )/v2

) ∏
∈π(2)

(
1− qav1/χb̄,v2

( )
1− v1/χb̄,v2

( )

)

×
∏
∈π(1)

∈π(2)

AC4

(
χā,v1( )
χb̄,v2

( )

)−1

.

(3.118)

Proposition 3.7. The total instanton partition function of the tetrahedron instanton system
is given by summation over plane partitions,

ZD6
inst. =

∑
π⃗

q|π⃗|ZD6
tet.inst.[v⃗, π⃗] (3.119)

We remark that, for this case, compared to the magnificent four system, we do not need
any sign factor as proved by [53]. Later we will also see this property in the algebraic formalism.

Nekrasov factors for 7d theory. Following the 5d Nekrasov factors in (3.86), we may
define the Nekrasov factors for the tetrahedron instanton system as

Nā(v1, π1 | v2, π2) =

∏
∈π2

(1− v1/χā,v2( ))∏
∈π1

(
1− q−1

a χā,v1( )/v2
) ∏

∈π1
∈π2

gā

(
χā,v1( )
χā,v2( )

)
. (3.120)

It is a part of the following index

I
[
N∨

ā,1Kā,2 − qaK∨
ā,1Nā,2 −P∨

ā K∨
ā,1Kā,2

]
(3.121)

which represents a different square root from what we used in (3.111). The square root we
use here is symmetric in the sense that we have both Nā,i (i = 1, 2) and Kā,i (i = 1, 2).

Lemma 3.8. We have the following recursion relations for the 7d Nekrasov factor:

Nā(v1, π1 + | v2, π2)
Nā(v1, π1 | v2, π2)

= Wā∨
π2,v2(q

−1
a χā,v1( ))−1

Nā(v1, π1 | v2, π2 + )
Nā(v1, π1 | v2, π2)

= Wā
π1,v1(χā,v2( )),

(3.122)

where

Wā
π,v(x) = (1− v/x)

∏
∈π

gā (χā,v( )/x) ∝
∏
∈A(π)

(1− χā,v( )/x)
∏
∈R(π)

(
1− q−1

a χā,v( )/x
)

(3.123)
and

Wā∨
π,v(x) =

(
1− x

v

) ∏
∈π

gā

(
qa

x

χā,v( )

)−1

. (3.124)
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Moreover, using the results in appendix B.3, we have

Nā(v, π + | v, π + )
Nā(v, π | v, π)

=
(

qav

χā,v( )

) Res
x=χ4̄,v( )

x−1W4̄
π+ ,v(q−1

4 x)−1

Res
x=χ4̄,v( )

x−1W4̄
π,v(x)−1 . (3.125)

We can define the vector U(1) contribution of the D6 theory as

ZD6
ā [π] = 1

Nā(v, π | v, π)
(3.126)

which resembles the partition function of the pure SYM in the 5d theory. The two factors
ZD6

ā [π] and Z̃D6
ā [π] differ by extra Chern-Simons like term and topological term

ZD6
ā [π] =

∏
∈π

(
−χā,v( )

qav

)
Z̃D6

ā [π]. (3.127)

The recursion relation of Z̃D6
ā [π] is then (see Thm. B.1)

Z̃D6
ā [ π + ]
Z̃D6

ā [π]
= −

Res
x=χ4̄,v( )

x−1W4̄
π,v(x)−1

Res
x=χ4̄,v( )

x−1W4̄
π+ ,v(q−1

4 x)−1
. (3.128)

One-loop perturbative part. Similar to the magnificent four system, we omit the singular
part and choose the following square root part for the perturbative part:

v̊ =
∑

(b,β)>(a,α)

P∨
a Pb

P4
vb̄,β/vā,α (3.129)

where we specified an order in the pair of indices (ā, α)α=1,...,nā
a∈4 . Taking the index gives

I[̊v] =
∏

(b,β)>(a,α)
ZD6-D6

1-loop (vā,α, ā | vb̄,β , b̄) =: Z
D6
1-loop,

ZD6-D6
1-loop (x1, ā |x2, b̄) = exp

−∑
n>0

1
n

P[n]
a P[−n]

b

P[n]
4

(
x1
x2

)n
 . (3.130)

For a = b, the one-loop factor is written using the multi q-shifted factorial or the q-deformed
triple gamma function. See appendix A.1 and (A.10).

3.5 Spiked instanton

The spiked instanton system introduced in [11, 12] can be understood similar to the previous
two setups. The total observable sheaf Y will be a sum of the observable sheaves of YA (A ∈ 6)
corresponding to the theory of D4-branes on C2

A × S1:

V = Y∨Y
P4

, Y =
∑
A∈6

PĀYA, YA = NA −PAKA A ∈ 6 (3.131)
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which gives V = V̊ + Vinst where12

V̊ =
∑

A,B∈6
N∨

A

P∨
Ā

PB̄

P4
NB, Vinst. =

∑
A,B∈6

(
−N∨

AP∨
Ā

KB −K∨
APB̄NB + P4K∨

AKB

)
,

(3.132)
and

NA =
nA∑

α=1
eaA,α =

nA∑
α=1

vA,α, KA =
kA∑

I=1
eϕA,I =

kA∑
I=1

xA,I , A ∈ 6. (3.133)

Note again that the total observable sheaf can be rewritten as

Y =
∑
A∈6

PĀNA −P4K (3.134)

where K = ∑
A∈6 KA is the total instanton bundle introduced in section 3.1. This is a

similar situation as (3.110).
Similar to the previous cases, we actually have to extract the square root part. We

choose the following decomposition

vinst. = −
∑
A∈6

(
P∨

Ā
N∨

AKA −P∨
inf(Ā)P

∨
AK∨

AKA

)
−
∑
A∈6

∑
B ̸=A

N∨
AP∨

Ā
KB +

∑
A<B

P4K∨
AKB

(3.135)

where the first line gives the contribution of the affine quiver gauge theory with adjoint
mass qinf(Ā) on each C2

A × S1 and the second lines gives the folded and crossed instantons
contributions.

Proposition 3.9. The k-instanton partition function of the spiked instanton system is given
by the following contour integral,

ZD4
k = I[vinst.] =

Gk

k!

∮ ∏
A∈6

kA∏
I=1

dxA,I

2πιxA,I

∏
A∈6

nA∏
α=1

kA∏
I=1

SĀ

(
vA,α

xA,I

) ∏
A∈6

∏
I ̸=J

gsup(Ā)

(
xA,I

xA,J

)−1

×
∏
A∈6

∏
B ̸=A

nA∏
α=1

kB∏
I=1

SĀ

(
vA,α

xB,I

) ∏
A<B

kA∏
I=1

kB∏
J=1
AC4

(
xA,I

xB,J

)−1

(3.136)
where we define

Gk =
∏
A∈6
GkA

sup(Ā), k! =
∏
A∈6

kA!. (3.137)

The total instanton partition function is

ZD4
inst. =

∞∑
k=0

qk
∑

(kA)A∈6∑
A

kA=k

ZD4
k .

(3.138)

12One of the defining conditions of the spiked instanton moduli space {ΥA = 0}A∈6 gives rise to the
contribution

∑
A∈6 qAN∨

ANĀ, which is now incorporated in the perturbative part.
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The contour integral formula is compatible with the symmetries given in (3.15), (3.16),
(3.17), (3.19).

Note here that the index in (3.135) is slightly different from the one used in (3.76). The
term we used is P∨

Ā
N∨

AKA while a straightforward generalization of (3.76) will be

P∨
inf(Ā)

(
N∨

AKA + q−1
A K∨

ANA

)
. (3.139)

After taking the index, the contour integral formula differs with (3.77):

∏
A∈6

nA∏
α=1

kA∏
I=1

SĀ

(
vA,α

xA,I

)
=
∏
A∈6

q−nAkA

inf(Ā)

∏
A∈6

nA∏
α=1

kA∏
I=1

Vinf(Ā)

(
vA,α

xA,I

)
Vinf(Ā)

(
qAxA,I

vA,α

)
. (3.140)

This overall factor will be eventually related to the topological term for each affine quiver
gauge theory. It seems that using the index in (3.135) is natural from the quantum algebraic
viewpoint so we will use this. Note that in the limit S1 → pt, such terms will disappear
and have no effect.

The poles of the contour integral (3.136) are classified by 2d partitions:

v⃗ = (vA,α)α=1,...,nA
A∈6 , λ⃗ = (λ⃗A)A∈6 = (λ(α)A )α=1,...,nA

A∈6 , |λ⃗| =
∑
A∈6

nA∑
α=1
|λ(α)A |,

{xA,I}I=1,...,kA
A∈6 −→ {χA,vA,α

( )}α=1,...,nA
A∈6, ∈λA,α

, χab,v( ) = vqi−1
a qj−1

b .

(3.141)

At the fixed points, the character of KA will be

KA|λ⃗A
=

nA∑
α=1

∑
∈λ

(α)
A

χA,vA,α
( ), A ∈ 6. (3.142)

Inserting this and taking the index, we have

ZD4
spk.inst.[v⃗, λ⃗] =

∏
A∈6

nA∏
α=1
Z̃D4

A [λ(α)A ]
∏
A∈6

∏
α<β

ZD4-D4
A|A (vA,α, λ

(α)
A | vA,β , λ

(β)
A )

×
∏

A<B

nA∏
α=1

nB∏
β=1
ZD4-D4

A|B (vA,α, λ
(α)
A | vB,β , λ

(β)
B ),

(3.143)

where

Z̃D4
A [λ] = q

−|λ|
inf(Ā)Z

D4
A [λ;qinf(Ā)] = q

−|λ|
inf(Ā)

NA(qinf(Ā)v,λ |v,λ)
NA(v,λ |v,λ)

,

ZD4-D4
A|B (v1,λ

(1) |v2,λ
(2))=

∏
∈λ(1)

SB̄

(
qB
χA,v1( )

v2

) ∏
∈λ(2)

SĀ

(
v1

χB,v2( )

) ∏
∈λ(1)

∈λ(2)

AC4

(
χA,v1( )
χB,v2( )

)−1
.

(3.144)

The property and low levels of the U(1) contribution are given in appendix B.4.

Proposition 3.10. The total instanton partition function of the spiked instanton system is
given by summation over 2d partitions,

ZD4
inst. =

∑
λ⃗

q|λ⃗|ZD4
spk.inst. [⃗v, λ⃗]. (3.145)
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One-loop perturbative part. Omitting the singular part, we use the following square
root part for the one-loop perturbative part:

v̊ =
∑

(B,β)>(A,α)

P∨
Ā

PB̄

P4
vB,β/vA,α, (3.146)

where we specified an order in (A,α)α=1...,nA
A∈6 . Taking the index, we have

I[̊v] =
∏

(B,β)>(A,α)
ZD4-D4

1-loop (vA,α, A | vB,β , B) =: ZD4
1-loop,

ZD4-D4
1-loop (x1, A |x2, B) = exp

− ∞∑
n=1

1
n

P[n]
Ā

P[−n]
B̄

P[n]
4

(
x1
x2

)n
 . (3.147)

For a = b, the one-loop factor is written using the multi q-shifted factorial or the q-deformed
double gamma function. See appendix A.1 and (A.9).

Supergroup analogue. Actually, the contour integral formulas and instanton partition
functions for the 5d gauge theories have a supergroup generalization introduced in [93] (see
also [94–98] for related works). The explicit contour integral formula for the 5d N = 1∗
U(n+|n−) gauge theory is given in appendix D and (D.3). The strategy to derive it is to
change all of the characters of N,K to supercharacters:

schN = chN+ − chN−, schK = chK+ − chK−. (3.148)

This generalization gives extra vector-like and bifundamental-like contributions which enables
us to understand the supergroup gauge theory as a type of quiver gauge theory (see [93, 96, 98]).
To obtain the supergroup gauge theory using D-branes, one needs to include ghost/negative
D4-branes, denoted as D4−, to the system additional to the normal13 D4-branes, which we
denote D4+. For such cases, D0+-branes play the role of positive instantons while D0−-branes
play the role of negative instantons (see [97]).

After changing all the characters to supercharacters, one can obtain the supergroup
analog of the gauge origami of the spiked instanton system. For the simplest case, where
there are only D-branes on C2

12 × S1, see (D.3) for the contour integral formula. See for
example [93] or [99, section 2] for the explicit formulas for general quiver gauge theories. The
generalization to the gauge origami system is straightforward so we omit it.

3.6 Coupled vortex system

Following the previous sections, it is natural to consider a theory where D2-branes intersect.
We propose a D2-analogue partition function of the gauge origami system. The total index is
written similarly with Y, but this time it is a sum of Ya (a ∈ 4):

V = Y∨Y
P4

Y =
∑
a∈4

PāYa, Ya = Na −PaKa, (3.149)

13We also call it positive D-branes.
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which gives

V = V̊ + Vinst, V̊ =
∑

a,b∈4
N∨

a

P∨
ā Pb̄

P4
Nb

Vinst. =
∑

a,b∈4
(−N∨

a P∨
ā Kb −K∨

a Pb̄Nb + P4K∨
a Kb)

(3.150)

where

Na =
na∑

α=1
eaa,α =

na∑
α=1

va,α, Ka =
ka∑

I=1
eϕa,I =

ka∑
I=1

xa,I . (3.151)

Similar to the tetrahedron instanton (3.110) and spiked instanton (3.134) cases, the total
observable sheaf can be rewritten using the total instanton bundle

Y =
∑
a∈4

PāNa −P4K (3.152)

where K = ∑
a∈4 Ka.

Mimicking the other cases, we decompose the instanton part as Vinst = vinst + v∨
inst

and choose the square root part as

vinst = −
∑
a∈4

P∨
i(a)j(a)

(
N∨

a Ka − q−1
a NaK∨

a −P∨
a K∨

a Ka

)
−
∑
a∈4

∑
b ̸=a

N∨
a P∨

ā Kb +
∑
a<b

P4K∨
a Kb.

(3.153)

Here, we denote the three indices in 4 \ {a} as i(a), j(a), k(a) and chose two of them for each
a ∈ 4 to define the index. The first line gives the 3d theory on each plane Ca × S1 and the
other terms give the bifundamental interactions between the 3d theories.

Proposition 3.11. The total instanton partition function of the coupled vortex system is
given by

ZD2
inst. =

∞∑
k=0

qk
∑∑
a

ka=k

ZD2
k , (3.154)

where each contribution is given by the following contour integral,

ZD2
k = I[vinst.] =

Gk

k!

∮ ∏
a∈4

ka∏
I=1

dxa,I

2πιxa,I

∏
a,b∈4

na∏
α=1

kb∏
I=1

gā

(
va,α

xb,I

) ∏
I ̸=J

ga i(a)j(a)

(
xa,I

xa,J

)−1

,

×
∏
a<b

ka∏
I=1

kb∏
J=1
AC4

(
xa,I

xb,J

)−1

(3.155)

with
Gk =

∏
a∈4
Gka

a i(a)j(a) , k! =
∏
a∈4

ka. (3.156)
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For simplicity, let us consider the case of a U(n) theory on C4 × S1. We choose a = 4,
i(4) = q2, j(4) = q3 to be the masses and then we obtain

ZD2
k =

Gk
1̄
k!

∮ k∏
I=1

dxI

2πιxI

n∏
α=1

k∏
I=1

g4̄

(
vα

xI

) ∏
I ̸=J

g1̄

(
xI

xJ

)−1
,

=
Gk
1̄
k!

∮ k∏
I=1

dxI

2πιxI

n∏
α=1

k∏
I=1

(1− q−1
4 vα/xI)

∏3
i=1(1− qivα/xI)

(1− vα/xI)
∏3

i=1(1− q−1
4 q−1

i vα/xI)

×
∏
I ̸=J

(1− xI/xJ)
∏4

i=2(1− q−1
i q−1

1 xI/xJ)
(1− q−1

1 xI/xJ)
∏4

i=2(1− qixI/xJ)

(3.157)

The pole structure implies that the fixed points should be classified by the one-dimensional
partitions in section 2. Looking at the g4̄(x) part, the pole at xI = vα starts the growth of
the one-dimensional partition, while the zero at xI = q−1

4 vα terminates the growth in the
opposite direction. The g1̄(x)−1 part is decomposed into

(1− xI/xJ)
(1− q4xI/xJ)

× (1− q4q2xI/xJ)(1− q4q3xI/xJ)(1− q−1
1 q−1

4 xI/xJ)
(1− q2xI/xJ)(1− q3xI/xJ)(1− q−1

1 xI/xJ)
(3.158)

where the first term gives the contribution of the N = 2 vector multiplet and the second
term gives the contributions of the three N = 2 adjoint chiral multiples with adjoint masses
q1, q2, q3 (in the multiplicative notation).

Generally, we assume that the fixed points are classified by one-dimensional partitions
labeled by Z≥0 as the vortex partition function [41, 82, 100–102]:

v⃗ = (va,α)α=1,...,na
a∈4 , k⃗ = (k⃗a)a∈4 = (k(α)a )α=1,...,na

a∈4 , |⃗k| =
∑
a∈4

na∑
α=1

k(α)a ,

{xa,I}I=1,...,ka
a∈4 −→ {χa,va,α( )}α=1,...,na

a∈4 , χa,va,α( ) = va,αq
i−1
a (i = 1, . . . , k(α)a ).

(3.159)

The character of Ka at the fixed points will then be

Ka|k⃗a
=

na∑
α=1

∑
∈k

(α)
a

χa,va,α( ) =
na∑

α=1
va,α

1− qk
(α)
a

a

1− qa
. (3.160)

To evaluate the partition function, we need to insert this and take the index. Before doing
that let us introduce the D2-version of the Nekrasov factors.

Nekrasov factors for 3d theory. We define the D2-version of the Nekrasov factors as

Na(v1, k1|v2, k2) =

∏
∈k2

(1− v1/χa,v2( ))∏
∈k1

(1− qaχa,v1( )/v2)
∏
∈k1
∈k2

Va

(
χa,v1( )
χa,v2( )

)
. (3.161)

Lemma 3.12. The following recursion formulas hold for the 3d Nekrasov factors,

Na(v1, k1 + | v2, k2)
Na(v1, k1 | v2, k2)

= Ua∨
k2,v2 (qaχa,v1( ))−1 ,

Na(v1, k1 | v2, k2 + )
Na(v1, k1 | v2, k2)

= Ua
k1,v1 (χa,v2( ))

(3.162)
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with
Ua

k,v(x) =
(
1− v

x

)∏
∈k

Va

(
χa,v( )
x

)
=
(
1− vqk

a

x

)
,

Ua∨
k,v(x) =

(
1− x

v

)∏
∈k

Va

(
q−1

a

x

χa,v( )

)−1

=
(
1− x

vqk
a

) (3.163)

where note that k + = k + 1.

We note that the U(1) contributions coming from Na(v, k | v, k) is trivial (see ap-
pendix B.5):

Na(v, k | v, k) = 1. (3.164)

Proposition 3.13. The coupled vortex partition function is given as follows,

ZD2
vort. =

∑
k⃗

q|⃗k|ZD2
cpl.vort. [⃗v, k⃗], (3.165)

where

ZD2
cpl.vort. [⃗v, k⃗] =

∏
a∈4

na∏
α=1
ZD2

a [k(α)a ; qi(a), qj(a)]
∏
a∈4

∏
α<β

ZD2-D2
a | a (va,α, k

(α)
a | va,β , k

(β)
a )

×
∏
a<b

na∏
α=1

nb∏
β=1
ZD2-D2

a | b (va,α, k
(α)
a | vb,β , k

(β)
b ),

ZD2
a [k ; qi, qj ] =

Na(qiv, k | v, k)Na(qjv, k | v, k)
Na(v, k | v, k)Na(qiqjv, k | v, k)

, a ∈ 4, i, j ∈ 4 \ {a},

ZD2-D2
a|b (v1, k1 | v2, k2) =

∏
∈k2

gā

(
v1

χb,v2( )

) ∏
∈k1

gb̄

(
qbχa,v1( )

v2

)−1 ∏
∈k1
∈k2

AC4

(
χa,v1( )
χb,v2( )

)−1

.

(3.166)

One-loop perturbative part. We choose the following square root part of the perturbative
part V̊ as

v̊ =
∑

(b,β)>(a,α)

P∨
ā Pb̄

P4
vb,β/va,α (3.167)

which gives

I[̊v] =
∏

(b,β)>(a,α)
ZD2-D2

1-loop (va,α, a | vb,β , b) =: ZD2
1-loop,

ZD2-D2
1-loop (x, a |x′, b) = exp

− ∞∑
n=1

1
n

P[n]
ā P[−n]

b̄

P[n]
4

(
x

x′

)n
 . (3.168)

When a = b, the one-loop factor is written using the q-shifted factorial or q-deformed gamma
functions. See appendix A.1 and (A.8) for the explicit formulas.
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3.7 Decomposition of partition functions

The partition functions of the 3d, 5d, 7d, and 9d theories explained in the previous section
can be written in different forms. For each setup, the fixed points are labeled by multi-
dimensional partitions introduced in section 2. Each multi-dimensional partition has different
descriptions (see section 2), which eventually leads to different decompositions of the partition
functions. A similar discussion decomposing the partition functions of 5d theories into 3d
theories was done in [103].

3.7.1 3d theory

Let us focus on the case when we only have n-stacks of D2-branes on Ca × S1 leading to
a U(n) theory. After localization, we obtain

Ya = Na −PaKa =
na∑

α=1
va,α − (1− qa)

na∑
α=1

va,α
1− qk

(α)
a

a

1− qa
=

na∑
α=1

va,αq
k

(α)
a

a =: Xa,

Xa =
∑

x∈Xa

x, Xa = {va,αq
k

(α)
a

a |α = 1, . . . , na}
(3.169)

The total index of the coupled vortex system will be rewritten as

V = Y∨Y
P4

=
∑

a,b∈4

P∨
ā Pb̄

P4
X∨

a Xb. (3.170)

Choosing a square root part and taking the index gives the representation using the Xa-
variables. Note that the partition function obtained here will be the same as the partition
function in (3.166) up to perturbative factors and topological terms.

3.7.2 5d theory

The two-dimensional partition (Young diagram) has two (1, 1)-type descriptions depending
on which axis we project the Young diagram. We can rewrite the character of Yab (a < b) as

Yab = Nab −PaPbKab = PaXab = PbX̌ab,

Xab =
∑

x∈Xab

x, Xab =
{
vab,αq

i−1
a q

λ
(α)
ab,i

b

∣∣∣∣∣ α=1,...,nab
i=1,...,∞

}
,

X̌ab =
∑

x∈X̌ab

x, X̌ab =
{
vab,αq

j−1
b q

λ
(α)T
ab,j

a

∣∣∣∣∣ α=1,...,nab
j=1,...,∞

}
.

(3.171)

This comes from the following identities

v − (1− qa)(1− qb)
∞∑

i=1

λi∑
j=1

vqi−1
a qj−1

b = (1− qa)
∞∑

i=1
vqi−1

a qλi
b , |qa| < 1,

v − (1− qa)(1− qb)
∞∑

j=1

λT
j∑

i=1
vqi−1

a qj−1
b = (1− qb)

∞∑
j=1

vqj−1
b q

λT
j

a , |qb| < 1.

(3.172)

– 45 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

Note that depending on the analytic region of the q-parameters, the decomposition will differ.
Since we have the condition q1q2q3q4 = 1, we can not keep all of the parameters as |qa| < 1,
but at least one of the parameters should be |qa| > 1. For example, if we choose an analytic
region14 |q1,2,3| < 1, |q4| > 1, then we can rewrite YA (A ∈ 6) as

Yi4 = PiXi4, Yij = PiXij = PjX̌ij , i, j = 1, 2, 3, (3.173)

where for Yij , we can either use the normal Young diagram or the transpose of it.
For A ∈ 6, assume we have the decomposition

YA = Ps(A)XA, (3.174)

where s(A) is one of the indices in A and XA is the corresponding X-bundle after the
decomposition, then the total index of the spiked instanton is

V= Y∨Y
P4

=
∑

A,B∈6

(PĀPs(A))∨(PB̄Ps(B))
P4

X∨
AXB =

∑
A,B∈6

P4

P∨
s̄(A)Ps̄(B)

X∨
AXB (3.175)

where s̄(A) is the other index in A, namely A = s(A)s̄(A). Taking the square root part and
the index gives the (1, 1)-type description of the spiked instanton partition function.

3.7.3 7d theory

For the tetrahedron instanton system, since the fixed points are classified by plane partitions,
we have two types of descriptions of the partition functions: (2, 1) and (1, 2)-type.

(2, 1)-type. We can rewrite the character of Yabc (a < b < c) as

Yabc = PaPbXabc = PaPcX̌abc = PbPc
ˇ̌Xabc,

Xabc =
∑

x∈Xabc

x, X̌abc =
∑

x∈X̌abc

x,
ˇ̌Xabc =

∑
x∈ ˇ̌Xabc

x,

Xabc = {vabc,αq
i−1
a qj−1

b q
π

(α)
abc,ij

c | α=1,...,nabc
i,j=1,...,∞ }, X̌abc = {vabc,αq

i−1
a qk−1

c q
π̌

(α)
abc,ik

b | α=1,...,nabc
i,k=1,...,∞ },

ˇ̌Xabc = {vabc,αq
j−1
b qk−1

c q
ˇ̌π(α)

abc,jk
a | α=1,...,nabc

j,k=1,...,∞},
(3.176)

where π, π̌, ˇ̌π are the three possible (2, 1)-type descriptions depending on which 2d plane the
plane partition is projected. The above decomposition comes from the following identity

v − (1− qa)(1− qb)(1− qc)
∞∑

i=1

∞∑
j=1

πi,j∑
k=1

vqi−1
a qj−1

b qk−1
c = (1− qa)(1− qb)

∞∑
i,j=1

vqi−1
a qj−1

b q
πi,j
c

(3.177)
where we assumed |qa|, |qb| < 1. Under the condition that only one of the q-parameters obey
|qa| > 1 (∃! a), we can always do this (2, 1)-description.

For a ∈ 4, let i(a), j(a), k(a) be the three indices of ā and assume we have the following
decomposition

Yā = Pi(a)Pj(a)Xā (3.178)
14In this paper, we assume in most cases that only one of the q-parameters will be |qa| > 1.
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where we omit the check mark on Xā for simplicity. Then, the total index of the tetrahedron
instanton system will be

V = Y∨Y
P4

=
∑

a,b∈4

(PaPi(a)Pj(a)Xā)∨(PbPi(b)Pj(b)Xb̄)
P4

=
∑

a,b∈4

P4

P∨
k(a)Pk(b)

X∨
ā Xb̄. (3.179)

(1, 2)-type. Under this description, the plane partition is decomposed into multiple Young
diagrams extending in one of the three directions. Let us focus on a U(1) theory on C3

123×S1 for
simplicity. For k ∈ Z>0 we have a Young diagram λ(k) and the instanton bundle is written as

K123 =
∞∑

k=1

∑
∈λ(k)

χ12,vqk−1
3

( ), |q3| < 1 (3.180)

Then, we obtain

Y123= v−P123

∞∑
k=1

∑
∈λ(k)

χ12,vqk−1
3

( )=P3

 v

1−q3
−P12

∞∑
k=1

∑
∈λ(k)

χ12,vqk−1
3

( )


=P3

 ∞∑
k=1

vqk−1
3 −P12

∑
∈λ(k)

χ12,vqk−1
3

( )

=P3

∞∑
k=1

Y12[vqk−1
3 ,λ(k)],

(3.181)

where we used

Yab[v, λ] = v −Pab

∑
∈λ

χab,v( ). (3.182)

This identity shows that the 7d U(1) theory can be understood as a 5d U(∞)-theory stacked
in one of the transverse direction.15 Doing this decomposition for other cases and inserting it
in the gauge origami index, we obtain the description in lower dimensional partitions.

3.7.4 9d theory

For simplicity, let us consider the U(1|1) theory of the magnificent four system:

Y = N−P4K, N = v − v̄, K =
∑
∈ρ

χ4,v( ), (3.183)

where ρ is the solid partition. We have three possible descriptions: (3, 1), (2, 2), (1, 3).

(3, 1)-type. We choose the fourth direction to be the direction where the height function
is defined and then obtain for |q1,2,3| < 1

K =
∞∑

i,j,k=1

ρi,j,k∑
l=1

vqi−1
1 qj−1

2 qk−1
3 ql−1

4 = v∏
a∈4(1− qa)

− 1
1− q4

∞∑
i,j,k=1

vqi−1
1 qj−1

2 qk−1
3 q

ρi,j,k

4 ,

Y = P123

∞∑
i,j,k=1

vqi−1
1 qj−1

2 qk−1
3 q

ρi,j,k

4 − v̄ = P123X− v̄.

(3.184)
15Combining with the discussion in section 9.1, one will see that this property is related to the fact

that the MacMahon representation of quantum toroidal gl1 is obtained as infinite tensor products of the
Fock representations.
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For higher rank theories such as U(n|n), we have

Y = P123X− n̄, X =
∑

x∈X4

x, n̄ =
n∑

α=1
v̄α X4 =

{
vαq

i−1
1 qj−1

2 qk−1
3 q

ρ
(α)
i,j,k

4

∣∣∣∣∣ i,j,k=1,...,∞
α=1,...,n

}
.

(3.185)

(2, 2)-type. For example, in this description, we can decompose the solid partition into
two Young diagrams ρ = (λ12;µ34). The λ12, µ34 will be Young diagrams extending in the 12
and 34 directions respectively. We choose this decomposition for simplicity but of course, we
can use the quadrality to choose other decompositions. For each box in the Young diagram
(i, j) ∈ λ12, we have a Young diagram µ

(i,j)
34 (µ34 for ∈ λ12) and thus

K =
∑

(i,j)∈λ12

∑
∈µ

(i,j)
34

χ34,vqi−1
1 qj−1

2
( ). (3.186)

We then have

Y4 + n̄ = v −P12P34
∑

(i,j)∈λ12

∑
∈µ

(i,j)
34

χ34,vqi−1
1 qj−1

2
( )

= Y12[v, λ12] + P12
∑
∈λ12

Y34[χ12,v( ), µ34].
(3.187)

(1, 3)-type. We decompose the solid partition into sequences of plane partitions as

ρ = (π(1), . . . , π(l), . . .) (3.188)

after choosing the specific direction to be 4. Namely, multiple plane partitions are piled
up in the fourth direction. We then have

K4 =
∞∑

l=1

∑
∈π(l)

χ4̄,vql−1
4

( ), |q4| < 1, (3.189)

and the character of Y4 is rewritten as

Y + n̄ = N−P4K = P4

 v

1− q4
−

∞∑
l=1

∑
∈π(l)

χ4̄,vql−1
4

( )


= P4

 ∞∑
l=1

vql−1
4 −

∑
l=1

∑
∈π(l)

χ4̄,vql−1
4

( )

 = P4

∞∑
l=1

Y123[vql−1
4 , π(l)].

(3.190)

This description resembles the 7d (1, 2)-type description where 2d partitions were piled up
to get 3d partitions.

3.8 qq-characters from instanton partition functions

3.8.1 5d theory

Let us review the qq-character of the 5d N = 1∗ theory on C2
12 × S1. Using the recursion

formulas of the 5d Nekrasov factors in (3.88), the recursion relation of the U(1) partition
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function Z̃D4
12 [λ] is (see the derivation and the discussion in (B.42))

Z̃D4
12 [λ+ ]
Z̃D4
12 [λ]

= −
Y12

λ,v(q
−1
3 χ12,v( ))Y12

λ+ ,v(q
−1
4 χ12,v( ))

Y12
λ,v(χ12,v( ))Y12

λ+ ,v(q
−1
34 χ12,v( ))

= −S12 (q4)
Y12

λ,v(q
−1
3 χ12,v( ))Y12

λ,v(q
−1
4 χ12,v( ))

Y12
λ,v(χ12,v( ))Y12

λ+ ,v(q
−1
34 χ12,v( ))

(3.191)

where ∈ A(λ) and we used Y12
λ+ ,v(x) = S12 (χ12,v( )/x)Y12

λ,v(x). Strictly speaking, the
Y-functions in the denominator are singular. The term Y12

λ,v(x) has a zero in x = χ12,v( )
while the term Y12

λ+ (q12x) has a pole at x = χ12,v( ). However, since the zero and pole will
cancel with each other, we can write in the above way.

We can also write the recursion formula using the dual Y-functions as

Z̃D4
12 [λ+ ]
Z̃D4
12 [λ]

= −
Y12∨

λ,v (q−1
3 χ12,v( ))Y12∨

λ+ ,v(q
−1
4 χ12,v( ))

Y12∨
λ,v (χ12,v( ))Y12∨

λ+ ,v(q
−1
34 χ12,v( ))

= −S12 (q3)
Y12∨

λ,v (q−1
3 χ12,v( ))Y12∨

λ,v (q−1
4 χ12,v( ))

Y12∨
λ,v (χ12,v( ))Y12∨

λ+ ,v(q
−1
34 χ12,v( ))

(3.192)

Note here that we have the property S12(q3) = S12(q4).
The recursion relations are then rewritten as

Res
x=χ12,v( )

[
Y12

λ+ ,v(q12x)Z̃D4
12 [λ+ ]+S12(q4)

Y12
λ,v(q

−1
3 x)Y12

λ,v(q
−1
4 x)

Y12
λ,v(x)

Z̃D4
12 [λ]

]
=0,

Res
x=χ12,v( )

[
Y12∨

λ+ ,v(q12x)Z̃D4
12 [λ+ ]+S12(q3)

Y12∨
λ,v (q−1

3 x)Y12∨
λ,v (q−1

4 x)
Y12∨

λ,v (x) Z̃D4
12 [λ]

]
=0

(3.193)

which means that the singularity of the first term at x = χ12,v( ) is cancelled by the second
term. Including the topological term and taking the instanton summation, we obtain〈

Ŷ12(q12x)
〉
12

+ qS12(q4)
〈
Ŷ12(q−1

3 x)Ŷ12(q−1
4 x)

Ŷ12∨(x)

〉
12
,

〈
Ŷ12∨(q12x)

〉
12

+ qS12(q4)
〈
Ŷ12∨(q−1

3 x)Ŷ12∨(q−1
4 x)

Ŷ12∨(x)

〉
12

(3.194)

where
⟨Ô⟩12 =

1
Z12

∑
λ

q|λ|Z̃D4
12 [λ]Oλ,v, Z12 =

∑
λ

q|λ|Z̃D4
12 [λ]. (3.195)

Note here that we are understanding Ô as an operator acting on the fixed points labeled by
(v, λ), where v is the exponentiated Coulomb branch parameter of the U(1) gauge theory on
C2
12 × S1. The subindex 12 denotes on which gauge theory the instanton expectation value

is taken. Although we were considering when the bulk theory is the U(1) theory, we can
generalize it to U(n) theories. In such cases, the Ŷ12(x) operator will act as

Ŷ12(x) −→
n∏

α=1
Y12

λ(α),vα
(x), Ŷ12∨(x) −→

n∏
α=1

Y12∨
λ(α),vα

(x) (3.196)

under an instanton background labeled by (v⃗, λ⃗).
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Due to the property in (3.193), the singularities coming from the first term are canceled
by the second term. This procedure to add a term and compensate the pole singularity is
called the iWeyl reflection [71] and is defined as

Ŷ12(q12x) 7−→ qS12(q4)Ŷ12(q12x)Â(x)−1,

Ŷ12∨(q12x) 7−→ qS12(q3)Ŷ12∨(q12x)Â∨(x)−1,
(3.197)

where
Â(x) = Ŷ12(x)Ŷ12(q−1

3 q−1
4 x)

Ŷ12(q−1
3 x)Ŷ12(q−1

4 x)
, Â∨(x) = Ŷ12∨(x)Ŷ12∨(q−1

3 q−1
4 x)

Ŷ12∨(q−1
3 x)Ŷ12∨(q−1

4 x)
(3.198)

After this iWeyl reflection, new singularities will appear from the new Y-functions coming
from Â(x) and thus, we need to recursively do this procedure. After summing up all the
terms appearing after the iWeyl reflection, we will obtain a pole-free function in x which
is called the qq-character:

T̂12(x) = Ŷ12(q12x) + qS12(q4)Ŷ12(q12x)Â(x)−1 + · · ·
T̂12∨(x) = Ŷ12(q12x) + qS12(q3)Ŷ12∨(q12x)Â∨(x)−1 + · · ·

(3.199)

Doing the iWeyl reflection recursively, one can show that the full formula of this qq-character is

T̂12(x) =
∑
µ∈P

q|µ|Z̃D4
34 [µ]Ŷ12(q12x)

∏
∈µ

Â(χ34,x( ))−1

=
∑
µ∈P

q|µ|Z̃D4
34 [µ]

∏
∈A(µ) Ŷ

12(χ34,x( ))∏
∈R(µ) Ŷ

12(q34χ34,x( ))
,

T̂12∨(x) =
∑
µ∈P

q|µ|Z̃D4
34 [µ]Ŷ12∨(q12x)

∏
∈µ

Â∨(χ34,x( ))−1

=
∑
µ∈P

q|µ|Z̃D4
34 [µ]

∏
∈A(µ) Ŷ

12∨(χ34,x( ))∏
∈R(µ) Ŷ

12∨(q34χ34,x( ))
.

(3.200)

Obviously, S12(q3) = S12(q4) is the one-instanton contribution of the U(1) affine quiver gauge
theory on C2

34 × S1 (see (B.41)).
Generally, we can do the same calculation for other 5d theories on C2

A × S1 (A ∈ 6).

Proposition 3.14. The qq-characters with respect with the 5d N = 1∗ gauge theory on
C2

A × S1 where A ∈ 6 are given by

T̂A(x) =
∑
λ∈P

q|µ|Z̃D4
Ā

[λ]ŶA(qAx)
∏
∈λ

Â(χĀ,x( ))−1,

T̂A∨(x) =
∑
λ∈P

q|µ|Z̃D4
Ā

[λ]ŶA∨(qAx)
∏
∈λ

Â∨(χĀ,x( ))−1.
(3.201)

The iWeyl reflection of ŶA(x), ŶA∨(x) is defined as

ŶA(qAx) 7−→ qSA(qc)ŶA(qAx)Â(x)−1,

ŶA∨(qAx) 7−→ qSA(qd)ŶA∨(qAx)Â∨(x)−1,
(3.202)

where {c, d} = Ā and

Â(x) = ŶA(x)ŶA(qAx)
ŶA(q−1

c x)ŶA(q−1
d x)

, Â∨(x) = ŶA∨(x)ŶA∨(qAx)
ŶA∨(q−1

c x)ŶA∨(q−1
d x)

. (3.203)
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C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D412 − − − − • • • • • −
D434 • • • • − − − − • −

Table 5. The configuration of the two sets of D4-branes wrapping the 12-plane and 34-plane. From
the D412 view point, the D434-brane plays the role of the qq-character.

Note that the explicit form of the operator Â(x) depends on the theory we consider.16 We
call the qq-characters T̂A(x), T̂A∨(x) the D4Ā-brane qq-characters (shortly D4Ā qq-characters).
Namely, the qq-characters associated with the 5d theory on the D4A-brane are the D4Ā

qq-characters.

D4 qq-characters as codimension four defects. The qq-character is understood as
a codimension four defect with respect to the corresponding bulk theory. Let us consider
C2
12 × S1 as the bulk theory. The qq-character is understood as a D4-brane spanning the

codimension four subspace C2
34 × S1 in the transverse direction:

(3.204)

The brane web construction is given in table 5. This is the reason why we called the
qq-character of the D4 theory on C2

A × S1 the D4Ā qq-character.
The contour integral formula of the qq-character is intuitive. The contour integral comes

from the following character:

N∨
34

P∨
12P34
P4

N12 −P∨
34N∨

12K−N∨
34P∨

12K + P∨
123K∨

12K12 + P∨
134K∨

34K34 + P4K∨
12K34

= N∨
34q

−1
12 (N12 −P12K)−P∨

34N∨
12K + P∨

123K∨
12K12 + P∨

134K∨
34K34 + P4K∨

12K34
(3.205)

where K = K12 + K34 and we included the perturbative part for convention. Note that
this character is just a part of (3.135) where the terms including N34, K34 are kept, namely
the crossed instanton configuration.

16Later, we will see in the operator formalism that it will be a unique operator (see (4.68)).
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Consider the case when there is only one transverse D4-brane with N34 = x. The
contour integral is then written as

Gk
4
k!

∮ k∏
I=1

dxI

2πιxI

n∏
α=1

(
1− q12x

vα

) k∏
I=1

S12

(
x

xI

) n∏
α=1

k∏
I=1

S34

(
vα

xI

)∏
I<J

AC4

(
xI

xJ

)−1
. (3.206)

The red term comes from the transverse D434-brane while the blue term comes from the
D412-brane. One can see that after localization the red term gives the contribution coming
from the Y-functions. When n = 1, after evaluating the poles, one can see we have〈

T̂12(x)
〉
12

= Z12|34
cross. inst.,

〈
T̂12∨(x)

〉
12

= Z12|34
cross. inst. (3.207)

Namely, integrating the transverse D434-brane first, the operators T̂12(x), T̂12∨(x) representing
the defect brane arises in the bulk theory and the expectation value of it gives the partition
function of the gauge origami system.

3.8.2 7d theory

Let us do a similar analysis for the 7d theory. We focus first on the 7d theory on C3
123 × S1.

The recursion formula of Z̃D6
123[π] is given from (B.25):

Z̃D6
123[π + ]
Z̃D6
123[π]

= −
W4̄

π+ ,v(q123χ123,v( ))
W4̄

π,v(χ123,v( ))
= −q4

W4̄∨
π+ ,v(q123χ123,v( ))
W4̄∨

π,v(χ123,v( ))
, (3.208)

where ∈ A(π). It is then rewritten as

Res
x=χ123,v( )

[
W4̄

π+ ,v(q123x)−1Z̃D6
123[π + ] +W4̄

π,v(x)−1Z̃D6
123[π]

]
= 0,

Res
x=χ123,v( )

[
W4̄∨

π+ ,v(q123x)−1Z̃D6
123[π + ] + q4W

4̄∨
π,v(x)−1Z̃D6

123[π]
]
= 0

(3.209)

which shows that the second term cancels the singularity coming from the pole at x = χ123,v( )
of the first term. Including the topological term and taking the instanton summation, we obtain〈

Ŵ4̄(q123x)−1
〉
123

+ q
〈
Ŵ4̄(x)−1

〉
123

,〈
Ŵ4̄∨(q123x)−1

〉
123

+ qq4
〈
Ŵ4̄∨(x)−1

〉
123

(3.210)

where
⟨O⟩123 =

1
Z123

∑
π

q|π|Z̃D6
123[π]Oπ,v, Z123 =

∑
π

q|π|Z̃D6
123[π]. (3.211)

This combination is a pole-free function at x = χ123,v( ) because the singularity coming
from the first term is canceled by the second term. We can define the iWeyl reflection
analogous to the D4 case as

Ŵ4̄(q123x)−1 7−→ qŴ4̄(q123x)−1Â(x)−1,

Ŵ4̄∨(q123x)−1 7−→ qq4Ŵ
4̄∨(q123x)−1Â∨(x)−1

(3.212)

where
Â(x) = Ŵ4̄(x)

Ŵ4̄(q−1
4 x)

, Â∨(x) = Ŵ4̄∨(x)
Ŵ4̄∨(q−1

4 x)
. (3.213)
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C1 C2 C3 C4 R× S1

1 2 3 4 5 6 7 8 9 0
D24 • • • • • • − − • −

D6123 − − − − − − • • • −

Table 6. The D24-brane and D6123 are transverse to each other. The D6 (D2)-brane plays the role
of the qq-character of the D2 (D6) theory.

We can do this procedure recursively and obtain a pole-free function in x which is a gen-
eralization of the 5d case:

T̂123(x) = Ŵ4̄(q123x)−1 + qŴ4̄(q123x)−1Â(x)−1 + · · ·

= Ŵ4̄(q123x)−1 + qŴ4̄(x)−1 + · · · ,

T̂123∨(x) = Ŵ4̄∨(q123x)−1 + qq4Ŵ
4̄(q123x)−1Â∨(x)−1 + · · ·

= Ŵ4̄∨(q123x)−1 + qq4Ŵ
4̄∨(x)−1 + · · · .

(3.214)

The full formula is given as

T̂123(x) =
∞∑

k=0
qk Ŵ4̄(q123x)−1

k∏
i=1

Â(qi−1
4 x)−1 =

∞∑
k=0

qk Ŵ4̄(qk−1
4 x)−1,

T̂123∨(x) =
∞∑

k=0
(qq4)k Ŵ4̄∨(q123x)−1

k∏
i=1

Â∨(qi−1
4 x)−1 =

∞∑
k=0

(qq4)k Ŵ4̄∨(qk−1
4 x)−1

(3.215)

A similar discussion for other 7d theories on C3
ā × S1 can be done and we have the

following statement.

Proposition 3.15. The qq-characters with respect to the 7d N = 1 theory on C3
ā×S1 where

a ∈ 4 are

T̂ā(x) =
∞∑

k=0
qk Ŵā(qāx)−1

k∏
i=1

Â(qi−1
a x)−1 =

∞∑
k=0

qk Ŵā(qk−1
a x)−1,

T̂ā∨(x) =
∞∑

k=0
(qqa)k Ŵā∨(qāx)−1

k∏
i=1

Â∨(qi−1
a x)−1 =

∞∑
k=0

(qqa)k Ŵā∨(qk−1
a x)−1,

(3.216)

where the iWeyl reflection is defined as

Ŵā(qāx)−1 7−→ qŴā(qāx)−1Â(x)−1,

Ŵā∨(qāx)−1 7−→ qqaŴ
ā∨(qāx)−1Â∨(x)−1

(3.217)

and

Â(x) = Ŵā(x)
Ŵā(q−1

a x)
, Â∨(x) = Ŵā∨(x)

Ŵā∨(q−1
a x)

. (3.218)

We call these qq-characters the D2-brane qq-characters, shortly D2 qq-characters. Namely,
the qq-character with respect to the D6ā theory on C3

ā × S1 is the D2a qq-character.
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Figure 7. D24-brane and D6123-brane. The D24-brane wraps the C4 inside C4 while the D6123-brane
wraps the C3

123. From the D2-brane viewpoint, the D6 shares the S1 part and is a 1d line defect which
is a codimension two defect. On the other hand, from the D6-brane viewpoint, the D2-brane is a 1d
line defect sharing the S1 part and thus is a codimension six defect.

D2 qq-characters as codimension six defects. Similar to the D4 theories, we can
understand the codimension six defects coming from D2-branes in the transverse direction
as D2 qq-characters of the D6 theory (see figure 7). The brane web configuration is given
in table 6. The D2-brane in the transverse direction shares the S1 and thus is a line defect,
which is a codimension six defect from the D6-brane theory viewpoint.

Mimicking the construction of the D4 case, we propose that the contour integral formula
comes from the character

N∨
4

P∨
123P4
P4

N123 −P∨
4 N∨

123K−P∨
123N∨

4 K + P∨
123K∨

123K123 + P∨
124K∨

4 K4 + P4K∨
123K4

= −q4N∨
4 (N123 −P123K)−P∨

4 N∨
123K + P∨

123K∨
123K123 + P∨

124K∨
4 K4 + P4K∨

123K4,
(3.219)

where K = K123+K4. Note that although considering a subpart of the gauge origami system
of the spiked instantons gives the D4 qq-characters, for the D6 case, we need to consider a
gauge origami system where both D2 and D6-branes appear together. Such generalization
is straightforward by using

Y =
∑
a∈4

PāYa +
∑
a∈4

PaYā, (3.220)

inserting into Y∨Y/P4, and doing the similar analysis in sections 3.3, 3.4, 3.5, 3.6. We
omit such discussions and only focus only on (3.219).

Let us consider the case when we have one D24-brane N4 = x and n D6-branes N123 =∑n
α=1 vα. The contour integral is written as

Gk
123
k!

∮ k∏
I=1

dxI

2πιxI

n∏
α=1

1
(1− q123x/vα)

k∏
I=1

g123

(
x

xI

) n∏
α=1

k∏
I=1

V4

(
vα

xI

) k∏
I<J

AC4

(
xJ

xI

)−1
.

(3.221)
The red term comes from the transverse D2-brane, while the blue term comes from the bulk
D6-branes. After localization, the red term gives the W-functions. Similar to the D4-case,
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integrating out the D24-brane leads to a codimension six defect operator T̂123(x), T̂123∨(x) and
the expectation value of it with respect to the bulk D6123-theory gives the partition function
of the gauge origami system where there are D24 and D6123-branes spanning transversely.

3.8.3 3d theory

Let us consider 3d theories on Ca × S1. We focus on the a = 4 case. The recursion formula
of the 3d partition function is (B.52) (see also (B.55)):

ZD2
4 [k+ ;q1, q2]
ZD2
4 [k;q1, q2]

=

− V4(q3)
V4(q23)V4(q13)

U4
k,v(q

−1
1 χ4,v( ))

U4
k,v(q

−1
23 χ4,v( ))

U4
k,v(q

−1
2 χ4,v( ))

U4
k,v(q

−1
13 χ4,v( ))

U4
k,v(q

−1
3 χ4,v( ))

U4
k,v(q

−1
12 χ4,v( ))

U4
k+ ,v(q

−1
123χ4,v( ))

U4
k,v(χ4,v( )) ,

ZD2
4 [k+ ;q1, q2]
ZD2
4 [k;q1, q2]

=

−V4(q1)V4(q2)
V4(q12)

U4∨
k,v(q

−1
1 χ4,v( ))

U4∨
k,v(q

−1
23 χ4,v( ))

U4∨
k,v(q

−1
2 χ4,v( ))

U4∨
k,v(q

−1
13 χ4,v( ))

U4∨
k,v(q

−1
3 χ4,v( ))

U4∨
k,v(q

−1
12 χ4,v( ))

U4∨
k+ ,v(q

−1
123χ4,v( ))

U4∨
k,v(χ4,v( ))

(3.222)
where we used U4

k+1,v(x)=V4 (χ4,v( )/x)U4
k,v(x) and U4∨

k+1,v(x)=V4
(
q−1
4 x/χ4,v( )

)−1
U4∨

k,v(x).
This is rewritten as

Res
x=χ4,v( )

[
U4

k+ (q4x)−1ZD2
4 [k + ; q1, q2]

+ V4(q3)
V4(q23)V4(q13)

U4
k,v(q

−1
1 x)

U4
k,v(q

−1
23 x)

U4
k,v(q

−1
2 x)

U4
k,v(q

−1
13 x)

U4
k,v(q

−1
3 x)

U4
k,v(q

−1
12 x)

1
U4

k,v(x)
ZD2
4 [k; q1, q2]

]
= 0,

Res
x=χ4,v( )

[
U4∨

k+ (q4x)−1ZD2
4 [k + ; q1, q2]

+ V4(q1)V4(q2)
V4(q12)

U4∨
k,v(q

−1
1 x)

U4∨
k,v(q

−1
23 x)

U4∨
k,v(q

−1
2 x)

U4∨
k,v(q

−1
13 x)

U4∨
k,v(q

−1
3 x)

U4∨
k,v(q

−1
12 x)

1
U4∨

k,v(x)
ZD2
4 [k; q1, q2]

]
= 0

(3.223)
Including the topological term and taking the instanton summation, the following function
is pole-free in x = χ4,v( ):

〈
Û4(q4x)−1

〉
4
+ q

V4(q3)
V4(q23)V4(q13)

〈
Û4(q−1

1 x)Û4(q−1
2 x)Û4(q−1

3 x)
Û4(q−1

12 x)Û4(q−1
13 x)Û4(q−1

23 x)Û4(x)

〉
4
,

〈
Û4∨(q4x)−1

〉
4
+ q

V4(q2)V4(q1)
V4(q12)

〈
Û4∨(q−1

1 x)Û4∨(q−1
2 x)Û4∨(q−1

3 x)
Û4∨(q−1

12 x)Û4∨(q−1
13 x)Û4∨(q−1

23 x)Û4∨(x)

〉
4
,

(3.224)

where
⟨O⟩4 =

1
Z4

∑
k≥0

qkZ̃D2
4 [k ; q1, q2]Ok,v, Z4 =

∑
k

qkZ̃D2
4 [k; q1, q2]. (3.225)

Hence, using

V4(q3)
V4(q23)V4(q13)

= −
3∏

i=1

1− q−1
4 q−1

i

1− qi
,

V4(q1)V4(q2)
V4(q12)

= −q4
3∏

i=1

1− q−1
4 q−1

i

1− qi
(3.226)
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the iWeyl reflection is analogously defined as

Û4(q4x)−1 7−→ −q
3∏

i=1

1− q−1
4 q−1

i

1− qi
Û4(q4x)−1Â(x)−1,

Û4∨(q4x)−1 7−→ −q4q
3∏

i=1

1− q−1
4 q−1

i

1− qi
Û4∨(q4x)−1Â∨(x)−1

(3.227)

where
Â(x) = Û4(q−1

12 x)Û4(q−1
13 x)Û4(q−1

23 x)Û4(x)
Û4(q−1

1 x)Û4(q−1
2 x)Û4(q−1

3 x)Û4(q4x)
,

Â∨(x) = Û4∨(q−1
12 x)Û4∨(q−1

13 x)Û4∨(q−1
23 x)Û4∨(x)

Û4∨(q−1
1 x)Û4∨(q−1

2 x)Û4∨(q−1
3 x)Û4∨(q4x)

(3.228)

Using the iWeyl reflection recursively, we can construct the qq-characters as

T̂4(x) = Û4(q4x)−1 + q

(
−

3∏
i=1

1− q−1
4 q−1

i

1− qi

)
Û4(q4x)−1Â(x)−1 + · · · ,

T̂4∨(x) = Û4∨(q4x)−1 + q

(
−q4

3∏
i=1

1− q−1
4 q−1

i

1− qi

)
Û4∨(q4x)−1Â∨(x)−1 + · · · ,

(3.229)

Generally, the complete formula will be

T̂4(x) =
∑

π∈PP
(qq−1

4 )|π|Z̃D6
123[π]Û4(q4x)−1 ∏

∈π

Â(χ4̄,x( ))−1,

T̂4∨(x) =
∑

π∈PP
q|π|Z̃D6

123[π]Û4∨(q4x)−1 ∏
∈π

Â∨(χ4̄,x( ))−1.
(3.230)

A derivation of this will be done using the operator formalism in section 7.
We can do the same analysis for other 3d theories and obtain the following statement.

Proposition 3.16. The qq-characters with respect with the 3d theory on Ca × S1 where
a ∈ 4 are

T̂a(x) =
∑

π∈PP
(qq−1

a )|π|Z̃D6
ā [π]Ûa(qax)−1 ∏

∈π

Â(χā,x( ))−1,

T̂a∨(x) =
∑

π∈PP
q|π|Z̃D6

ā [π]Ûa∨(qax)−1 ∏
∈π

Â∨(χā,x( ))−1,
(3.231)

where the iWeyl reflection is defined as

Ûa(qax)−1 7−→ −q
3∏

i=1

1− q−1
a q−1

i

1− qi
Ûa(qax)−1Â(x)−1,

Ûa∨(qax)−1 7−→ −qaq
3∏

i=1

1− q−1
a q−1

i

1− qi
Ûa∨(qax)−1Â∨(x)−1

(3.232)

where

Â(x) = Ûa(x)
Ûa(qax)

3∏
i=1

Ûa(qaqix)
Ûa(q−1

i x)
, Â∨(x) = Ûa∨(x)

Ûa∨(qax)

3∏
i=1

Ûa∨(qaqix)
Ûa∨(q−1

i x)
. (3.233)
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We call these qq-characters the D6-brane qq-characters, shortly D6 qq-characters. Namely,
the qq-character with respect to the D2a theory on Ca × S1 is the D6ā qq-character.

D6 qq-characters as codimension two defects. We can switch the roles of the D-branes
for the 7d theory case and consider the D2 theory as the bulk theory and the D6 theory as the
defect theory (see figure 7 and table 6). This setup gives rise to a codimension two defect, a
line defect in the 3d theory. The D6ā-brane will then give the qq-character of the D2a-theory.
Let us focus on the case a = 4 and N∨

123 = x. The contour integral formula comes from

N∨
123

P∨
4 P123
P4

N4 −P∨
4 N∨

123K−P∨
123N∨

4 K + P∨
123K∨

123K123 + P∨
124K∨

4 K4 + P4K∨
123K4

= −q123N∨
123 (N4 −P4K)−P∨

123N∨
4 K + P∨

123K∨
123K123 + P∨

124K∨
4 K4 + P4K∨

123K4,
(3.234)

Similar to the D2 case, this will come from a gauge origami system where both D2 and
D6-branes are included. The contour integral is written as

Gk
1̄
k!

∮ k∏
I=1

dxI

2πιxI

n∏
α=1

1
(1− q4x/vα)

k∏
I=1

V4

(
x

xI

) n∏
α=1

k∏
I=1

g4̄

(
vα

xI

) ∏
I<J

AC4

(
xI

xJ

)−1
. (3.235)

The red term comes from the transverse D6-brane, while the blue term comes from the bulk
D2-brane. After localization, the red term gives the U-functions. Similar to other cases,
integrating out the D64̄-brane leads to a codimension two defect operator T̂4(x), T̂4∨(x) and
the expectation value of it with respect to the bulk D24-theory gives the partition function of
the gauge origami system where there are D24 and D6123-branes spanning transversely.

4 Free field realizations of contour integral formulas

In the previous section, we introduced the contour integral formulas and non-perturbative
partition functions of the magnificent four (3.97), tetrahedron instantons (3.112), spiked
instantons (3.112), and the coupled vortex system (3.155). Since we expect BPS/CFT
correspondence of these systems, the contour integrals themselves should be related to vertex
operators. In this section, we determine the explicit forms of the vertex operators and show
that their compositions give free field realizations of the contour integral formulas. The
main strategy is to relate D-branes in the physical setup with vertex operators. We discuss
the operator formalism of the magnificent four in section 4.1, the tetrahedron instanton in
section 4.2, the spiked instanton in section 4.3, and the coupled vortex system in section 4.4.
Zero modes of the vertex operators are discussed in section 4.5. In section 4.6, we discuss
the relation with graded quivers and that the vertex operators are defined from the quiver
q-Cartan matrices. We also generalize the discussion to toric Calabi-Yau four-folds and
give some conjectures.

The main statement is as follows.
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Theorem 4.1. For each D-brane (D0,D2,D4,D6,D8), we can define the corresponding
vertex operators as

D-brane space-time vertex operator reference

D0-brane S1 A(x) (4.2)
D2-brane Ca × S1 (a ∈ 4) Sa(x) (4.41)
D4-brane C2

A × S1 (A ∈ 6) XA(x) (4.29)
D6-brane C3

ā × S1 (a ∈ 4) Wā(x) (4.15)
D8-brane C4 × S1 Z(x) (4.6)

(4.1)

In the contour integral formula, the D0-branes giving instanton contributions arise from17

A−1(x), while other D-branes arise from Sa(x),XA(x),Wā(x),Z(x). To include anti D-branes,
we need to reverse the power of the operators as Sa(x)−1,XA(x)−1,Wā(x)−1,Z(x)−1.

4.1 Magnificent four

Let us start with the magnificent four system. Actually, the vertex operator of this system
was already introduced in [77] in the context of double quiver gauge theory. See also [104].

We first introduce the vertex operator corresponding to the D0-brane which represents
the instantons and vortices in the physical setup (see section 3.1). In the algebraic context,
it is called the root current:

A(x) = a0(x) : exp

∑
n ̸=0

anx
−n

 :, [an, am] = − 1
n

P[n]
4 δn+m,0, (4.2)

where a0(x) is the zero mode that will be determined later. The right-hand side of the
commutation relation of the root current represents the CY4 geometry C4. In the context
of quiver W-algebra [60] and double quiver gauge theory [77], this is just the root current
of the affine quiver W-algebra which is denoted by the (Â0, Â0) theory in the terminology
of [77]. The operator product of the A-operator is

A(x)A(x′) = a0(x)a0(x′)AC4

(
x′

x

)−1
: A(x)A(x′) :, (4.3)

where we used the convention

a0(x)a0(x′) = a0(x)a0(x′) : a0(x)a0(x′) : . (4.4)

For the zero modes a0(z), we impose the condition that the OPE factor will be the same
rational function. Namely, using (3.69), we impose

a0(x)a0(x′) = a0(x′)a0(x) (4.5)

and then we have the OPE factor symmetric in x and x′. We set a0(x)a0(x′) = 1 (see
section 4.5 for the derivation and explicit form of the zero modes).

17In this paper, when we write V(x)−1 for a vertex operator V(x), we are meaning : V(x)−1 :. The normal
ordering of them is implicitly imposed.
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To discuss the operator formalism of the magnificent four system, we need to introduce a
vertex operator corresponding to the D8-brane (and D8). We denote this vertex operator
as Z(x):

Z(x) = z0(x) : exp

∑
n ̸=0

znx
−n

 :, [zn, zm] = − 1
n

1
P[n]

4

δn+m,0, (4.6)

where the relation with the root current is

[an, zm] = − 1
n
δn+m,0, zn = an

P[n]
4

. (4.7)

Explicitly, we have

Z(x)A(x′) = z0(x)a0(x′)
(
1− x′/x

)
: Z(x)A(x′) :

A(x′)Z(x) = a0(x′)z0(x)
(
1− x/x′

)
: A(x′)Z(x) :

(4.8)

Since, in the magnificent four, the D8-brane appears with the D8-brane, we introduce a
vertex operator corresponding to the brane-antibrane coupled system as

Z̃K(x) := : Z(x)
Z(Kx) : = z̃K

0 (x) : exp

∑
n ̸=0

z̃K
n x

−n

 :, z̃K
n = (1−K−n)zn = 1−K−n

P[n]
4

an, (4.9)

where K ∈ C× is a generic parameter. This parameter is the parameter introduced in (3.101)
and corresponds to the distance between the D8 and D8 branes physically. This gives

Z̃K(x)A(x′) = z̃K
0 (x)a0(x′)

1− x′/x
1−K−1x′/x

: Z̃K(x)A(x′) :,

A(x′)Z̃K(x) = a0(x′)z̃K
0 (x) 1− x/x′

1−Kx/x′ : Z̃K(x)A(x′) :
(4.10)

For the zero modes, we impose that the contraction with the root current will be the same
rational function after analytic continuation:

z̃K
0 (x)a0(x′) = K−1a0(x′)z̃K

0 (x). (4.11)

We impose a0(x′)z̃K
0 (x) = 1 (see section 4.5). Note that we are relaxing the conditions

and only imposing conditions on the zero modes of the brane anti-brane coupled vertex
operator Z̃K but not the Z-operator.

Proposition 4.2. The contour integral formula of the magnificent four system shown in (3.97)
is given as

qkZD8
k = qkGk

ā

k!

∮ k∏
I=1

dxI

2πιxI
⟨A−1

k Z̃K
n ⟩ (4.12)

where we used

A−1
k =

k∏
I=1

A(xI)−1, Z̃K
n =:

n∏
α=1

Z̃Kα(vα) :, ⟨A−1
k Z̃K

n ⟩=
n∏

α=1

k∏
I=1

1−Kαvα/xI

1−vα/xI

∏
I<J

AC4

(
xI

xJ

)−1

(4.13)
and ⟨O⟩ = ⟨0| O |0⟩.
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We can generalize the correlation function by including an extra parameter p = e2πιτ

as tr
(
pL0O

)
which will give an elliptic deformation (a torus correlator). L0 is the degree

counting operator. Taking the limit p→ 0 from this elliptic deformed correlator gives the
vacuum expectation value: tr

(
pL0O

)
p→∞−−−→ ⟨0| O |0⟩. Under this elliptic deformation, the

arising algebra will be quiver elliptic W-algebra and will be discussed in section 12. For the
trigonometric case, we simply use the vacuum expectation value of the operators.

Note that we need to determine an order in the operators when doing explicit compu-
tations. In most of the cases, we simply assume ∏k

I=1O(xI) = O(xk) · · · O(x2)O(x1) for an
operator O(x). Actually, because of the zero modes conditions (4.5) and (4.11), the order
of the operators is not relevant after analytic continuation. Note also that the OPE of the
Z̃K(x) operators give the perturbative factor introduced in (3.106):

Z̃Kn(vn) · · · Z̃K1(v1) =
∏
β>α

ZD8-D8
1-loop (vα,Kα | vβ ,Kβ) :

n∏
α=1

Z̃Kα(vα) : . (4.14)

4.2 Tetrahedron instanton

The tetrahedron system is obtained by adding D6-branes and D0-branes. To reproduce the
free field realization of the integral formula in (3.112), we introduce the following vertex
operator that represents the D6-brane wrapping C3

ā × S1:

Wā(x) = wā,0(x) : exp

∑
n ̸=0

wā,nx
−n

 :, [wā,n,wb̄,m] = − 1
n

P[n]
4

P[−n]
ā P[n]

b̄

δn+m,0, (4.15)

where a ∈ 4 and wā,0(x) are zero modes. The relation with the root current is

[an,wā,m] = − 1
n

P[n]
a δn+m,0, wā,n = an

P[−n]
ā

, (4.16)

which gives the operator product

A(x)Wā(x′) = a0(x)wā,0(x′)Va(x′/x)−1 : A(x)Wā(x′) :

Wā(x′)A(x) = wā,0(x′)a0(x)Va(q−1
a x/x′) : Wā(x′)A(x) : .

(4.17)

Using (3.69), we impose the zero mode conditions as

a0(x)wā,0(x′) = qawā,0(x′)a0(x). (4.18)

Explicitly, we impose a0(x)wā,0(x′) = 1 (see section 4.5). The tetrahedron instanton system
is then given as follows.

Proposition 4.3. The tetrahedron instanton partition function (3.112) is equivalent to the
following vertex operator correlation function after analytic continuation,

qkZD6
k = qkGk

k!

∮ ∏
a∈4

kā∏
I=1

dxā,I

2πιxā,I
⟨A−1

k Wn⟩ (4.19)
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where

qk =
∏
a∈4

qkā , Ak =
∏
a∈4

kā∏
I=1

A(xā,I), Wn = :
∏
a∈4

nā∏
α=1

Wā(vā,α) :, (4.20a)

⟨A−1
k Wn⟩ =

∏
a,b∈4

nā∏
α=1

kb̄∏
I=1

Va

(
vā,α

xb̄,I

) ∏
(a,I)<(b,J)

AC4

(
xā,I

xb̄,J

)−1

(4.20b)

Note that the order of the operator product in Ak̄ does not change the result. The OPE
of the W-operators give the one loop perturbative part in (3.130):

Wb̄(vb̄,β)Wā(vā,α) = ZD6-D6
1-loop (vā,α, ā | vb̄,β , b̄) : Wb̄(vb̄,β)Wā(vā,α) : . (4.21)

Relation with magnificent four. Let us focus on the 7d U(1) theory on C3
ā×S1. Starting

from the 9d U(1|1) theory of the magnificent four and tuning the parameter K = qa, we have

Z̃qa(x) = : Z(x)
Z(qax)

: ≃Wā(x), (4.22)

where the equality ≃ is up to extra zero modes depending on the explicit form. In our
notation in section 4.5, this becomes an exact identity. Generally, starting from a 9d U(n|n)
magnificent four theory with parameters (Kα)n

α=1, n = ∑
a∈4 nā and tuning

(Kα)n
α=1 −→ (Kā,α)nā

α=1, Kā,α = qa (4.23)

we have

⟨A−1
k Z̃K

n ⟩ = ⟨A−1
k Wn⟩, (4.24)

and thus, we obtain the tetrahedron instanton system. Note also that setting K = q−1
a gives

Z̃q−1
a (x) = : Z(x)

Z(q−1
a x)

: = Wā(q−1
a x)−1 (4.25)

which allows Wā(x) to appear in the denominator.
Physically, this property suggests that the D8-branes and anti-D8-branes annihilate in a

specific distance under the Ω-background and eventually reproduce the, generally intersecting,
D6-branes system [15, 16, 52, 81], which is also interpreted as a tachyon condensation [105].

Supergroup generalization. Following the construction of the magnificent four system
in (4.9), we can write down the contour integral formula with D6 operators appearing in
the denominator:

: Wā(v1) · · ·Wā(vn)
Wā(u1) · · ·Wā(um) : (4.26)

The contour integral formula is proportional to
∮ ∏

a∈4

kā∏
I=1

dxā,I

2πιxā,I
⟨A−1

k Wn|m⟩ (4.27)

– 61 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

where

Ak =
∏
a∈4

kā∏
I=1

A(xā,I), Wn|m = :
∏
a∈4

∏nā
α=1 Wā(vā,α)∏mā
β=1 Wā(uā,β)

:, (4.28a)

⟨A−1
k Wn|m⟩ =

∏
a,b∈4

nā∏
α=1

kb̄∏
I=1

Va

(
vā,α

xb̄,I

) ∏
a,b∈4

mā∏
β=1

kb̄∏
J=1

Va

(
uā,α

xb̄,J

)−1 ∏
(a,I)<(b,J)

AC4

(
xā,I

xb̄,J

)−1

.

(4.28b)

We expect that the operators in the denominators of (4.26) correspond to D6-branes similar
to the situation of the magnificent four system. We leave a detailed analysis of the evaluation
of this contour integral formula and its relation with the 7d supergroup gauge theory for
future work. We will see in later sections, that after tuning the parameters {uā,β} to special
values, we can further reduce the system and obtain the contour integral formula of the
spiked instanton system.

4.3 Spiked instanton

Let us next consider the spiked instanton system where D4-branes wrapping C2
A×S1, (A ∈ 6)

appear. We introduce the following vertex operators for A ∈ 6:

XA(x) = xA,0(x) : exp

∑
n ̸=0

xA,nx
−n

 :, [xA,n, xB,m] = − 1
n

P[n]
4

P[−n]
A P[n]

B

δn+m,0, (4.29)

where xA,0(x) is the zero mode. The relation with the A-operator is

xA,n = an

P[−n]
A

, [an, xA,m] = − 1
n

P[n]
Ā
δn+m,0. (4.30)

Explicitly, the contraction formulas are

A(x)XA(ν) = SĀ(ν/x)−1a0(x)xA,0(x′) : A(x)XA(ν) :,

XA(ν)A(x) = SĀ(qAx/ν)−1xA,0(x′)a0(x) : XA(ν)A(x) : .
(4.31)

We impose the following condition on the zero modes so that the operator product of the
right-hand side is the same rational function after analytic continuation (3.69):

a0(x)xA,0(x′) = xA,0(x′)a0(x). (4.32)

We will use a0(x)xA,0(x′) = 1 (see section 4.5 for explicit forms).
The vertex operators XA(x) we introduced here are just the Y-operators in [60] up to

shift of variables

XA(x) = YA(q−1
A x). (4.33)

Explicitly, if we consider the affine quiver Â0 gauge theory on C2
12 × S1, the Y-operator18

in [60] will be described as X34(q−1
12 x).

18The Y-operators are operators representing defects on the bulk gauge theory we are focusing on. For
the gauge theory on the D4-brane wrapping C2

12 × S1, the point defect is the transverse D4-brane wrapping
C2

34 × S1. Thus, the Y-operator is related with the operator X34(x).
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Proposition 4.4. The contour integral formula (3.136) of the spiked instanton configuration
is rewritten as

qkZD4
k = qkGk

k!

∮ ∏
A∈6

kA∏
I=1

dxA,I

2πιxA,I
⟨A−1

k Xn⟩ (4.34)

where

qk =
∏
A∈6

qkA , Gk =
∏
A∈6

(
Gsup(Ā)

)kA

, Ak =
∏
A∈6

kA∏
I=1

A(xA,I), Xn = :
∏
A∈6

nA∏
α=1

XA(vA,α) :,

(4.35a)

⟨A−1
k Xn⟩=

∏
A,B∈6

kB∏
I=1

nA∏
α=1

SĀ

(
vA,α

xB,I

) ∏
(A,I)<(B,J)

AC4

(
xA,I

xB,J

)−1
. (4.35b)

The one-loop perturbative part in (3.147) is obtained by the OPE of the X operators:

XB(vB,β)XA(vA,α) = ZD4-D4
1-loop (vA,α, A | vB,β , B) : XB(vB,β)XA(vA,α) : . (4.36)

Relation with tetrahedron instanton. Similar to the situation in (4.22), where the
D8-D8 coupled system is reduced to the tetrahedron system, using (4.26) and specializing
the parameters, we can obtain the contour integral formula of the spiked instanton system.
This comes from the following relation:

Xab(x) ≃ : Wabc(x)
Wabc(qcx)

: (4.37)

where ≃ means they are equivalent up to zero modes. In our notation of the zero modes,
it will become an exact identity (see (4.66)). For example, we have

:
n12∏
α=1

X12(v12,α) : = :
n12∏
α=1

W123(v12,α)
W123(q3v12,α)

: (4.38)

which means by considering the D6-D6 system spanning C3
123 × S1 and tuning the positions

of them with the parameter q3, we can obtain the 5d theory on C2
12 × S1.

Supergroup generalization. As mentioned in section 3.5, to obtain supergroup analogs
of the gauge origami system of the spiked instanton, we need to include negative D-branes
D0−,D4− to the system. Due to the fact that the corresponding vertex operators of D0+
and D4+ are A(x)−1 and XA(x) in the contour integral formula, it is natural to relate the
D0− and D4− branes with A(x) and XA(x)−1. Therefore, the contour integral formula for
the supergroup analog of the spiked instanton system should be proportional to

∮ ∏
A∈6

k+
A∏

I=1

k−
A∏

J=1

dx+A,I

2πιx+A,I

dx−A,J

2πιx−A,J

⟨A−1
k+

Ak−
Xn+|n−

⟩ (4.39)

where

A−1
k+

=
∏
A∈6

kA,+∏
I=1

A(x+A,I)
−1, Ak−

=
∏
A∈6

kA,−∏
J=1

A(x−A,J), Xn+|n−
= :

∏
A∈6

∏n+
A

α=1 XA(v+A,α)∏n−
A

β=1 XA(v−A,β)
:.

(4.40)
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This complete formula indeed reproduces the contour integral formula in (D.3) for the affine
quiver supergroup gauge theory case. By evaluating the poles properly, we expect this gives
the supergroup analog of the gauge origami system.

4.4 Coupled vortex system

Similar to the previous cases, let us consider the D2 coupled vortex system in (3.155). We
introduce an operator corresponding to the D2-brane wrapping Ca × S1(a ∈ 4) as

Sa(x) = sa,0(x) : exp

∑
n ̸=0

sa,nx
−n

 :, [sa,n, sb,m] = − 1
n

P[n]
4

P[−n]
a P[n]

b

δn+m,0, (4.41)

where sa,0(x) is the zero modes and the relation with the A-operator is

[an, sa,m] = − 1
n

P[n]
ā δn+m,0, sa,n = an

P[−n]
a

. (4.42)

The operator product formulas are

A(x)Sa(x′) = a0(x)sa,0(x′)gā(x′/x)−1 : A(x)Sa(x′) :,

Sa(x′)A(x) = sa,0(x′)a0(x)gā(qax/x
′) : A(x)Sa(x′) :,

(4.43)

where we impose the zero modes condition as

a0(x)sa,0(x′) = sa,0(x′)a0(x). (4.44)

so that the rational function arising on the right-hand side will be the same after using (3.69).
Explicitly, we have a0(x)sa,0(x′) = 1 (see section 4.5). Under this condition, the contour
integral in (3.155) is written as follows.

Proposition 4.5. The contour integral formula for the coupled vortex system shown in (3.155)
is given by the following correlation function of the vertex operators,

qkZD2
k = qkGk

k!

∮ ∏
a∈4

ka∏
I=1

dxa,I

2πιxa,I
⟨A−1

k Sn⟩, (4.45)

where

qk =
∏
a∈4

qka , Ak =
∏
a∈4

ka∏
I=1

A(xa,I), Sn = :
∏
a∈4

na∏
α=1

Sa(va,α) :, (4.46a)

⟨A−1
k Sn⟩ =

∏
a,b∈4

na∏
α=1

kb∏
I=1

gā

(
va,α

xb,I

) ∏
(a,I)<(b,J)

AC4

(
xa,I

xb,J

)−1

. (4.46b)

The one-loop perturbative part in (3.168) is obtained from the S-operators:

Sb(vb,β)Sa(xa,α) = ZD2-D2
1-loop (va,α, a | vb,β , b) : Sb(vb,β)Sa(xa,α) : . (4.47)
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The D2-brane S-operators are related to the screening currents of quiver W-algebras [60].
Let us consider the two screening currents S1(x) and S2(x). Focusing on S2(x), we have

[s2,n, s2,m] = − 1
n

1− qn
1

1− q−n
2

(1− qn
3 )(1− qn

4 )δn+m,0 (4.48)

which gives one of the screening currents of the affine quiver W-algebra [60, eq. (3.33)].
The screening current S1(x) gives the other screening current. The other two screening
currents S3(x), S4(x) are introduced in a symmetric way using the quadrality. Thus, using
two screening currents Sa(x), Sb(x′) (a ̸= b) we will obtain six affine quiver W-algebras.

Remark 4.6. Observing the operators (4.6), (4.15), (4.29), (4.41), one can see that the D2,
D4, D6, D8 vertex operators Sa(x),XA(x),Wā(x),Z(x) are all related with the D0-brane
operator in a similar way as

An = an

P[−n]
S

, An = sa,n, xA,n, wā,n, zn (4.49)

where S is a subset of 4 depending on the subspace the D-branes are spanning. For example,
we have the following formal expansions:

sa,n = −qn
a

∞∑
m=0

qnm
a an, |qa| < 1,

xab,n = qn
ab

∞∑
l,m=0

qln
a q

mn
b an, |qa,b| < 1,

wabc,n = −qn
abc

∞∑
k,l,m=0

qkn
a qln

b q
mn
c an, |qa,b,c| < 1,

(4.50)

where we used

1
1− qa

=



∞∑
l=0

ql
a, |qa| < 1,

−q−1
a

∞∑
l=0

q−l
a , |qa| > 1.

(4.51)

Note that we need to be careful of the analytic region of the q-parameters when doing such
formal expansions. Due to the condition q1q2q3q4 = 1, we can only impose at most three
parameters as |qa| < 1 and thus, the zn will be expanded as

zn = −qn
123

∞∑
j,k,l,m=0

qjn
1 qkn

2 qln
3 q

−mn
4 an, |q1,2,3| < 1, |q4| > 1. (4.52)

Other formal expansions in different analytic regions are obtained using (4.51).

4.5 Zero modes conditions

Let us impose some conditions on the zero modes a0(x), z̃K
0 (x),wā,0(x), xA,0(x), sa,0(x) and

determine the free field realizations of them. Using the observation (4.49), we can see that
the operator product with operators associated with D-branes intersecting only at a point will
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give rational functions. We impose the zero modes so that the operator product will be the
same rational functions after the analytic continuation. For the cases, when the A-operator
involves, the conditions are given in (4.5), (4.11), (4.18), (4.32), (4.44). For the cases when
the S-operators involve, we impose the following conditions:

• D2a-D2b (a ̸= b):

Sa(x)Sb(x′) = sa,0(x)sb,0(x′)Sab(qax
′/x) : Sa(x)Sb(x′) :, (4.53a)

Sb(x′)Sa(x) = sb,0(x′)sa,0(x)Sab(qbx
′/x) : Sa(x)Sb(x′) : (4.53b)

which gives the zero mode condition

sa,0(x)sb,0(x′) = sb,0(x′)sa,0(x), a ̸= b (4.54)

• D4A-D2c (c, d ∈ Ā):

XA(x)Sc(x′) = xA,0(x)sc,0(x′)
1− qAx

′/x

1− qAqdx′/x
: XA(x)Sc(x′) :, (4.55a)

Sc(x′)XA(x) = sc,0(x′)xA,0(x)
1− q−1

A x/x′

1− q−1
A q−1

d x/x′
: XA(x)Sc(x′) : (4.55b)

which gives the zero mode condition

xA,0(x)sc,0(x′) = q−1
A q−1

c sc,0(x′)xA,0(x) (4.56)

• D2a-D6ā:

Wā(x)Sa(x′) = wā,0(x)sa,0(x′)
1

1− q−1
a x′/x

: Wā(x)Sa(x′) :, (4.57a)

Sa(x′)Wā(x) = sa,0(x′)wā,0(x)
1

1− qax/x′
: Wā(x)Sa(x′) : (4.57b)

which gives the zero mode condition

wā,0(x)sa,0(x′) =
(
− x′

qax

)
sa,0(x′)wā,0(x) (4.58)

We can do the same analysis for the D4-brane operators as

XA(x)XĀ(x′) = xA,0(x)xĀ,0(x′)
(
1− qA

x′

x

)
: XA(x)XĀ(x′) :, (4.59a)

XĀ(x′)XA(x′) = xĀ,0(x′)xA,0(x)
(
1− qĀ

x

x′

)
: XA(x)XĀ(x′) : (4.59b)

and impose the condition

xA,0(x)xĀ,0(x′) =
(
−q−1

A

x

x′

)
xĀ,0(x′)xA,0(x) (4.60)
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but to make the discussion simple, we do not impose this condition.19

Under these conditions, the free field realizations of the zero modes are given as

a0(x) = ea0 , sa,0(x) = xsa,0 ẽsa,0 , wā(x) = xwā,0ew̃ā,0e
˜̃wā,0 , (4.61a)

xA,0(x) = exA,0 , z̃K
0 (x) = xzK

0 ẽzK
0 ẽ̃z

K

0 (4.61b)

with

a0 = t0, sa,0 = −(log qa)−1t0, s̃a,0 = −(log qa)−1∂̃t, (4.62a)
wā,0 = − log qa t̃0, w̃ā,0 = − log qa log(−qa) t̃0, ˜̃wā,0 = − log qa∂t, (4.62b)
xA,0 = log qc log qd t̃0, (Ā = cd), (4.62c)
zK
0 = − logK t̃0, z̃K

0 = − logK log(−K )̃t0, ˜̃zK
0 = − logK∂t (4.62d)

where we introduced two independent sets of zero modes

[∂t, t0] = [∂̃t, t̃0] = 1, [t0, t̃0] = [∂t, ∂̃] = [t0, ∂̃t] = [̃t0, ∂t] = 0. (4.63)

The normal ordering is defined as

: ∂t t0 : = t0∂t, : ∂̃t t̃0 : = t̃0∂̃t. (4.64)

See Lem. C.1 for the proof that the above explicit form of zero modes obeys the zero
modes conditions.

Under the above conditions, we actually have extra relations

a0(x) = : sa,0(x)
sa,0(qax)

:, xab,0(x) = : wabc,0(x)
wabc,0(qcx)

:, wā,0(x) = z̃qa
0 (x) (4.65)

which imply

A(x) = : Sa(x)
Sa(qax)

:, Xab(x) = : Wabc(x)
Wabc(qcx)

:, Wā(x) = : Z(x)
Z(qax)

: = Z̃qa(x). (4.66)

See Cor. C.2 for the derivation of these relations. Note that in our notation, the relation
between the D2 and D4 operators are

Sa(x) = sa,0(x) :
Xab(x)

Xab(qbx)
: (4.67)

where extra zero modes appear in front. Using these relations, we also have

A(x) = a0(x) :
Xab(x)Xab(qabx)
Xab(qax)Xab(qbx)

:, (4.68a)

= a0(x) :
Wabc(x)Wabc(qabx)Wabc(qacx)Wabc(qbcx)
Wabc(qax)Wabc(qbx)Wabc(qcx)Wabc(qabcx)

: (4.68b)

= a0(x) :
Z(x)2∏a<b Z(qabx)∏

a∈4 Z(qax)
∏

a∈4 Z(q−1
a x)

: (4.68c)

The contraction formulas of the D-brane vertex operators obtained after using the explicit
form of the zero modes are summarized in Prop. C.3

19This condition only affects the zero modes when we are considering the quadratic relations of the
qq-characters which will be derived in section 6.5.
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4.6 Quiver structure and generalizations

The vertex operators A(x),Sa(x),XA(x),Wā(x),Z(x) are all defined by the commutation
relations with the root current A(x). Let us show that we can understand the commutation
relations using graded quivers [106–109] (see also the references therein) and that the com-
mutation relations have a q-Cartan matrix understanding. We also briefly discuss how to
generalize our construction to other complicated geometries.

4.6.1 C4 geometry

We first denote Pa,PA,Pā,P4 (a ∈ 4, A ∈ 6) as ca, cA, cā, c1234 and call them the full
q-Cartan matrix :

ca = 1− qa, cab = (1− qa)(1− qb), cabc = (1− qa)(1− qb)(1− qc),
c1234 = (1− q1)(1− q2)(1− q3)(1− q4).

(4.69)

The full q-Cartan matrix can be decomposed into the half q-Cartan matrix c+a,A,ā,1234 as

ca = c+a + c−a , c+a = 1, c−a = −qac
+∨
a ,

cab = c+ab + c−ab, c+ab = 1− qa, c−ab = qabc
+∨
ab ,

cabc = c+abc + c−abc, c+abc = 1− qa − qb − qc, c−abc = −qaqbqcc
+∨
abc ,

c1234 = c+1234 + c−1234, c+1234 = 1−
∑
a∈4

qa + q4

3∑
i=1

qi, c−1234 = c+∨
1234.

(4.70)

We can write this decomposition in a compact form as

cS = PS = c+S + c−S , c−S =
∏
i∈S

(−qi)c+∨
S , S ⊆ 4. (4.71)

Note that the decomposition is not unique and is related to how we choose the square root
part of the index as what we did in section 3.2. Since each vertex operator corresponds to
the D-brane wrapping subspaces Ca,C2

A,C3
ā,C4, the q-Cartan matrices should include the

information of these geometries. Let us show that the q-Cartan matrices can be read from
quivers dual to each of the geometry Ca,C2

A,C3
ā,C4. To show this, let us first introduce the

concept of graded quivers following the convention of [108, 109, section 2].

Graded quivers. A quiver is denoted Q = (Q0, Q1), where Q0 is a set of nodes and Q1
is a set of arrows. For each arrow I : i → j, (i, j ∈ Q0), we have the source node s(I) = i

and the target node t(I) = j.
We fix m to be a nonnegative integer and denote the graded quiver as Q = (Q0, Q1). The

set of nodes does not change Q0 = Q0 but the set of arrows changes to a set of graded arrows.
A graded arrow I : i → j has a source node s(I) = i ∈ Q0, a target node t(I) = j ∈ Q0
and additionally a degree |I| which is an integer in {0, 1, . . . ,m}. For every graded arrow
I ∈ Q1, we also introduce its opposite Iop : j → i, where the source node and target node
are reversed and the degree is given |Iop| = m− |I|. Namely, we will focus on a particular
kind of graded quiver, such that every arrow has an opposite arrow.
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For every node i ∈ Q0, additionally, there is a loop ℓi with s(ℓi) = i, t(ℓi) = i and
degree −1. We also introduce the opposite of them as ℓ̄i with degree m + 1. These are
the only arrows with degrees not in {0, 1, . . . ,m} and will be not drawn explicitly in the
quiver diagram.

For later use, we denote an arrow from i to j with degree c as

Φ(c)
ij : i→ j (4.72)

and the opposite of it as

(Φ(c)
ij )op ≡ Φ̄(m−c)

ji . (4.73)

We then can pair the double arrows as (Φ(c)
ij , Φ̄

(m−c)
ji ) and illustrate them as

i j

Φ(c)
ij

Φ̄(m−c)
ji

(4.74)

Following the terminology in [108], we refer to this pair of arrows as (c,m− c) arrow. The
different types of arrows are then labeled by 0 ≤ c ≤ m/2.

From the physical viewpoint, the graded quiver contains information of the components
included in a quiver gauge theory. The quiver nodes are identified with the gauge groups,20

the loops with degree −1,m+ 1 are identified with vector multiples, and the arrows with
degrees {0, 1, . . . ,m} are matter fields. Different degrees of arrows represent different matter
fields, and thus the graded quiver enables us to describe a larger class of quiver gauge
theories in various dimensions. Each arrow connecting quiver nodes i, j will change under
the (anti-)fundamental representation of the source and target nodes. Note that a self-loop
arrow Φ(c)

ii will be a matter multiplet transforming in the adjoint representation.
We may choose an orientation of the double arrow by drawing either Φ(c)

ij or Φ̄(m−c)
ji . In

the quiver diagram, only one of them will be explicitly drawn.21 When m is even, we have a
pair of degree c = m/2 arrows (Φ(m/2)

ij , Φ̄(m/2)
ji ). These arrows will be drawn in unoriented

arrows. Note again that the self-loops ℓi are not explicitly drawn in the quiver diagram.22

For later use, let us briefly explain the connection between graded quivers and supersym-
metric gauge theories. Graded quivers of degree m correspond to (6− 2m)-dimensional gauge
theories with 23−m supercharges. Consider a Type IIB string theory where D(5− 2m)-branes
probe the CY (m+ 2)-folds. The Calabi-Yau manifold arises as the classical moduli spaces of

20We may assign integers Ni to each quiver node and then the gauge group is identified as U(Ni).
21For a detailed discussion of this choice see [108, section 2].
22In addition to the quiver diagram, we can assign graded quiver superpotentials which imposes relations on

the path algebra obtained from the graded quiver. When relating the quiver arrows with the q-deformation
parameters of the q-Cartan matrix, they will play important roles, but in this paper, we omit the discussion of
it and postpone it for future work.
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the gauge theories [110–113]. Depending on m, the arising gauge theory is given as

m gauge theory geometry
0 6d N = (1, 0) theory D5-branes probing CY2

1 4d N = 1 theory D3-branes probing CY3

2 2d N = (0, 2) theory D1-branes probing CY4

(4.75)

• m = 2 case: the m = 2 graded quivers correspond to 2d N = (0, 2) quiver gauge theories.
The graded arrows are described in (c,m − c) double arrows with 0 ≤ c ≤ m/2. In
this case, we have (0, 2) and (1, 1) double arrows. From the gauge theoretic viewpoint,
we have vector superfields, chiral superfields, and the Fermi superfields. The vector
superfields are associated with each node of the quiver. The chiral (Fermi) superfields
correspond with the degree c = 0 (c = 1) arrows of the graded quiver. We denote the
chiral superfields as Xij and they are identified with the arrows as (Xij , Xij)↔ (0, 2)
arrow. The Fermi superfields Λij are identified with the arrows as (Λij , Λ̄ij)↔ (1, 1)
arrow. The quiver diagram is then described as

i j

(0)

(2)

i j

(1)

(1)

i j
Xij

i j
Λij

(4.76)

The left diagram is the quiver diagram with double arrows as (4.74), while the right
diagram is the quiver diagram with single arrows. The Fermi superfields are drawn in
unoriented arrows because the degrees are self-conjugate. For examples of quivers having
multiple nodes, see [113, 114]. Quivers of these types are denoted as Q = (Q0, Q1) in
later discussions.

• m = 1 case: the m = 1 graded quivers correspond to 4d N = 1 quiver gauge theories.
We only have one type of double arrows which is (0, 1). They correspond to the chiral
superfields of the gauge theory which we denote Xij . The quiver diagram is illustrated as

i j

(0)

(1)
i j

Xij

(4.77)
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Some examples are

C3 C2/Z2 × C conifold

(4.78)

Such kind of quivers are denoted as Q = (Q0, Q1) in later sections.

• m = 0 case: the m = 0 graded quivers correspond to 6d N = (1, 0) theories. The nodes
correspond to the vector supermultiplets, while the (0, 0) double arrow corresponds to
the hypermultiplets. The discussion for the tensor multiplets is omitted. The quiver
diagram is described as

i j

(0)

(0)
i j

Xij

(4.79)

where we denoted the hypermultiplets using Xij .

Some examples of these quivers are

C2 (Â0) C2/Zn (Ân−1)

(4.80)

The quivers coming from the toric Calabi-Yau two-fold are the affine A-type Dynkin quivers.
Note that we can also consider affine D and E-type quivers though they are not toric.
Moreover, by decoupling one of the arrows of the quivers, we can also consider finite-type
A, D, and E Dynkin quivers.

These types of quivers coming from m = 0 are denoted as Γ = (Γ0,Γ1) or Υ = (Υ0,Υ1)
in later sections.
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Gauge origami viewpoint. The gauge origami system can be understood a 2d N = (0, 2)
quiver gauge theory with flavor branes. Consider the type IIB theory on Z × C where Z is a
toric CY4 and C = C, C×, T2. Consider a situation where there are multiple D1-branes23

wrapping C probing Z. The arising theory is a 2d N = (0, 2) quiver gauge theory. We then
consider D3, D5, D7, D9-branes wrapping non-compact cycles of Z while preserving two
supersymmetries. These branes will play the role of flavor branes from the D1-brane theory
viewpoint. On the other hand, from the viewpoint of the theory inside Z, we have a generalized
gauge theory where the D-branes inside Z intersect with each other, and the D1-branes play
the role of the instantons of the theory. Depending on C, we can study the dimensional
reduction (matrix models/supersymmetric quantum mechanics/field theory), and the gauge
origami partition function is the index of the system. When Z = C4, this is obvious from the
discussion in section 3.1. Taking T-duality of the setups in (3.4), (3.20), (3.30), (3.35), for
all cases, we indeed have a D1-brane theory with flavor branes wrapping the subspaces of C4.

C4-case. Let us consider the case when CY4 = C4
1234. The dual gauge theory is just

the maximally supersymmetric Yang-Mills in 2d which is the 2d N = (8, 8) SYM. This
is because placing the D1-brane in the transverse direction of C4 will give a SYM theory
with 16 supercharges. Note that it can be obtained by a dimensional reduction of the 4d
N = 4 SYM. In the 2d N = (0, 2) language, we have one vector superfield, four adjoint
chiral superfields X1, X2, X3, X4, and three Fermi superfields Λ1,Λ2,Λ3. The quiver diagram
is then described as

X1, X2, X3, X4 Λ1,Λ2,Λ3 (4.81)

Note that the chiral superfields X1, X2, X3, X4 are identified with the four complex coordinates
of the transverse C4

1234.
After identifying the superfields with the commutative parameters in the q-Cartan matrix,

we can define the half q-Cartan matrix of this quiver as

c+1234 = 1− (X1 +X2 +X3 +X4) + (Λ1 + Λ2 + Λ3). (4.82)

The term 1 corresponds with the vector superfield, the terms Xi (i = 1, 2, 3, 4) correspond with
the chiral superfields, and the red term Λi (i = 1, 2, 3) corresponds with the Fermi superfields.

To relate with (4.70), we need the identification

X1 ↔ q1, X2 ↔ q2, X3 ↔ q3, X4 ↔ q4,

Λ1 ↔ q1q4, Λ2 ↔ q2q4, Λ3 ↔ q3q4.
(4.83)

For the conjugated fields such as Λ̄1, the parameter q−1
1 q−1

4 is assigned.
Actually, this identification can be understood from the superpotential of the theory.

The potential of the 2d N = (0, 2) theories takes the form

W =
∑

a

(
ΛaJa(X) + Λ̄aEa(x)

)
(4.84)

23We may add fractional D1-branes to make the gauge group for each quiver node differ.
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where a runs all the Fermi fields. For the C4 case, the J and E-terms are

J E

Λ1 : X2X3 −X3X2 X4X1 −X1X4

Λ2 : X3X1 −X1X3 X4X2 −X2X4

Λ3 : X1X2 −X2X1 X4X3 −X3X4.

(4.85)

The vacuum of this potential is obtained from the vanishing J and E-terms which come
from ∂W/∂Λa = 0. This is called the F-term condition.

Physically, the parameters qi (i = 1, 2, 3, 4) are identified with the U(1)4 ⊂ Spin(8)
rotational symmetries of the C4. For the vacuum defined from Ja = Ea = 0 to be invariant
under the rotational symmetry, we need qiqj = qjqi. Each monomial term of the W also needs
to be invariant under this symmetry. For example, from Λ1X2X3 we can see that the charge
of Λ1 should be q−1

2 q−1
3 . Then, the charge of Λ̄1 will be q2q3 and for the term Λ̄1X4X1 coming

from the E-term to be invariant, we need q2q3q1q4 = 1. Other terms will give the same
condition and this is the Calabi-Yau condition imposed on the q-deformation parameters.

The other half q-Cartan is obtained as

c−1234 = 1−
∑
a∈4

q−1
a + q−1

4

3∑
i=1

q−1
i . (4.86)

Obviously, looking at the parameters assigned, we can see that the second term corresponds
with the conjugate of the chiral superfields, while the third term corresponds with the
conjugate of the Fermi superfields. Therefore, we can say that the total q-Cartan matrix
c1234 = c+1234 + c−1234 is associated with the graded quiver illustrated in the double arrows
notation as in (4.74).

C3-case. Let us move on to the C3-case. The dual gauge theory is the maximally super-
symmetric Yang-Mills in 4d which is the 4d N = 4 theory. In the 4d N = 1 language,
there are one vector superfield and three adjoint chiral superfields X ′

1, X
′
2, X

′
3. The quiver

diagram is described as

X ′
1, X

′
2, X

′
3 (4.87)

Given this quiver diagram, we can read the half q-Cartan matrix as

c+C3 = 1− (X ′
1 +X ′

2 +X ′
3). (4.88)

The three chiral superfields are identified with the three complex coordinates of the transverse
C3. Depending on which subspace C3

ā (a = 1, 2, 3, 4) we are considering, the identification
with the q-deformation parameters will be different:

C3 = C3
123 : c+123 = 1− (q1 + q2 + q3),

C3 = C3
124 : c+124 = 1− (q1 + q2 + q4),

C3 = C3
134 : c+134 = 1− (q1 + q3 + q4),

C3 = C3
234 : c+234 = 1− (q2 + q3 + q4).

(4.89)
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Since, in the gauge origami system, we are not imposing the Calabi-Yau condition on
C3 but only on C4, the three q-deformation parameters of the half q-Cartan matrix are
independent. In other words, we start from C4 and impose the CY condition only on the 2d
N = (0, 2) graded quiver. The 4d N = 1 quivers are understood as a subquiver of the CY4
quiver and with q-parameters associated. We then read the q-Cartan matrix from it.

The other half q-Cartan matrix and the total q-Cartan matrix can be understood similarly
but we need to be careful about how we assign the U(1) charges since we are not imposing
the CY condition on C3. We will not discuss it in this paper. A detailed discussion of
this part will be done in [74].

Let us comment on what will happen when we impose the CY condition on C3
123. The

superpotential of the theory is given by

W = X ′
1[X ′

2, X
′
3]. (4.90)

After identifying the chiral superfields as X ′
i ↔ qi (i = 1, 2, 3), a similar analysis as the 2d

case shows that we need the conditions qiqj = qjqi and q1q2q3 = 1. Therefore, we only
have two independent parameters. Actually, such kind of parameter assignment was done
similarly in [32, 115] where the authors defined the quiver Yangian using melting crystal
methods [57, 116–119] and brane tiling techniques [57, 110, 112, 120–122]. Discussion on the
relationship with such algebras will be discussed in section 9.

C2-case. The dual gauge theory is the 6d N = (1, 0) SYM. The quiver is a single node
with a single unoriented arrow. The node corresponds to the vector multiplet, while the
unoriented arrow corresponds to the hypermultiplet denoted as Φ:

Φ (4.91)

The hypermultiplet corresponds to either the two complex coordinates of the transverse
C2. Let us consider the case that the transverse geometry is C2

12. We then can identify
the half q-Cartan matrix as

c+12 = 1− q1. (4.92)

Note for this case, since the arrow is unoriented, it is arbitrary to choose either c+12 = 1− q1
or c+12 = 1 − q2 to be the half q-Cartan matrix.

Depending on which subspace C2
A (A ∈ 6) we are considering, we have the following

six types of q-Cartan matrices:

C2 = C2
ab : c+ab = 1− qa, (4.93)

where we chose one of the indices to define the q-Cartan matrix.
We also note that when we impose the Calabi-Yau condition on the C2 part, we have

only one deformation parameter and the total q-Cartan matrix is c = (1− q)(1− q−1). This
corresponds to the unrefined limit in the context of 4d (5d) gauge theory.
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C-case. For this case, we do not know the corresponding gauge theory and the gauge
theoretic origin. However, from the analogy of the discussions before, we expect the quiver
should be drawn with one node and no arrows:

(4.94)

We assign the half q-Cartan matrix to this quiver as c+ = 1.

Quiver to algebra. Given the quiver structure and the corresponding q-Cartan matrix
of each subspace of C4, we can construct the vertex operators introduced in sections 4.1,
4.2, 4.3, 4.4. The q-Cartan matrix dual to the entire C4 geometry gives the commutation
relations of the root current:

[an, am] = − 1
n
δn+m,0c

[n]
1234. (4.95)

For general toric CY4, the modes of the root currents will be modified as an → {ai,n}i∈Q0
where Q0 is the set of nodes of the corresponding quiver (see the next subsection) and the
right-hand side of the commutation relations will be the q-Cartan matrix. Modes of other
vertex operators corresponding to a subspace S comes from

an = Anc
[−n]
S (4.96)

where cS is the corresponding q-Cartan matrix. In this sense, the definition of all of the
vertex operators just comes from the corresponding graded quiver q-Cartan matrix, and thus
it is a generalization of the quiver W-algebra introduced in [60].

4.6.2 CY4

Let us study what will happen for toric Calabi-Yau four-folds. Let Z be a toric CY4
and Q = (Q0, Q1) the corresponding graded quiver. The dual quiver is classified24 by 2d
N = (0, 2) quiver gauge theories. The oriented arrows of this graded quiver correspond to
chiral superfields while the unoriented arrows correspond to Fermi superfields. The isometry
group of a toric CY4 contains U(1)4 and the superfields have charges of them. For each
matter superfield, we can assign the U(1)4 charges of the toric CY4. One linear combination
of them corresponds to the U(1) R-symmetry of the 2d theory while the left non-R U(1)3
symmetries are called the mesonic flavor symmetry [108, 113, 114, 123, 124]. For each
superfield, we associate the q-deformation parameters corresponding to this mesonic flavor
symmetry. Namely, if we have a superfield with a U(1)3 charge (a, b, c), we associate qa

1q
b
2q

c
3,

where q1, q2, q3 represent the three independent U(1) charges.
These q-deformation parameters associated with the arrows are denoted as {qI}I∈Q1

.
We denote the set of oriented arrows (chiral superfields) as Q(0)

1 and the set of unoriented
arrows (Fermi superfields) as Q(1)

1 . Under this decomposition, the q-deformation parameters
are decomposed into {qI}Q1

= {q(0)I }I∈Q
(0)
1
∪ {q(1)I }I∈Q

(1)
1

.

24Such theories can be compactly summarized in a 3d model called brane brick models [108, 113, 114, 123, 124]
which are generalizations of brane box models [125]. These brane brick models are generalizations of the
brane tilings [57, 110–112, 120–122] used to describe 4d N = 1 quiver gauge theories dual to toric Calabi-Yau
three-folds (see [126] for a review and references).
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The half q-Cartan matrix is then given as

c+Z,ij = δij −
∑

I∈{j→i}
q
(0)
I +

∑
I∈{j→i}

q
(1)
I . (4.97)

The total q-Cartan matrix will be

cZ,ij = 2δij −
∑

I∈{j→i}
q
(0)
I +

∑
I∈{j→i}

q
(1)
I

−
∑

I∈{i→j}
q
(0)
I

−1
+

∑
I∈{i→j}

q
(1)
I

−1 (4.98)

which obeys c∨Z,ij = cZ,ji. We can also obtain the structure function as

AZ,ij(x) = I[−c∨Z,ijx
∨] =

∏
I∈{j→i}

(1− q(0)I x) ∏
I∈{i→j}

(1− q(0)I

−1
x)

(1− x)2δij
∏

I∈{j→i}
(1− q(1)I x) ∏

I∈{i→j}
(1− q(1)I

−1
x)
. (4.99)

Let us move on to the operator formalism. When considering general toric CY4, we have
multiple quiver nodes, and thus the operators will be labeled by the quiver nodes. Based on
the discussion of the C4 case, the D0-brane operator (root current) is defined as

Ai(x) = ai,0(x) : exp

∑
n ̸=0

ai,nx
−n

 :, [ai,n, aj,m] = − 1
n
δn+m,0c

[n]
Z,ij , (4.100)

where i ∈ Q0. We can also introduce a D8-brane wrapping CY4 whose corresponding vertex
operator is defined as

Zi(x) = zi,0(x) : exp

∑
n ̸=0

zi,nx
−n

 :, ai,n =
∑

j∈Q0

zj,nc
[−n]
Z,ji . (4.101)

We omit the discussion of the zero-modes. A detailed discussion will be done in a future
publication.

The operator product formulas are given as

Ai(x)Aj(x′) = ai,0(x)aj,0(x′)AZ,ij

(
x′/x

)−1 : Ai(x)Aj(x′) :,

Zi(x)Aj(x′) = zi,0(x)aj,0(x′)
(
1− x′/x

)δij : Zi(x)Aj(x′) :,

Aj(x′)Zi(x) = aj,0(x′)zi,0(x)
(
1− x/x′

)δij : Zi(x)Aj(x′) : .

(4.102)

Using them, we can define a similar contour integral formula as the magnificent four system
which we propose to be the generalization of the magnificent four system to general toric CY4.

Conjecture 4.7 ([74]). Let Z be a toric Calabi-Yau four-fold. We denote the corresponding
graded quiver as Q = (Q0, Q1) and the associated q-deformation parameters as {qI}I∈Q1

. We
then have the following.
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1. After imposing suitable conditions, the q-deformation parameters reduce up to three
independent parameters.

2. The corresponding D0 and D8-brane operators are defined as in (4.100) and (4.101).
3. The partition function where there are D8-branes wrapping the entire Z is propor-

tional to
1
k!

∮ ∏
i∈Q0

ki∏
I=1

dxi,I

2πι ⟨A
−1
k Zn⟩ (4.103)

where

Ak =
∏

i∈Q0

ki∏
I=1

Ai(xi,I), Zn = :
∏

i∈Q0

ni∏
α=1

Zi(vi,α) :. (4.104)

This gives the BPS/CFT correspondence of this setup.
4. The poles are classified by 4d analogs of the 3d BPS crystals [57].

Following the discussion of the C4-case, one would like to study the gauge origami system
where lower dimensional D-branes appear. To do this practically, we need to study the
subspaces of the toric CY4 case-by-case. However, for special cases when the total CY4 is
decomposed into a product of smaller spaces, we can give a general discussion. These will
be studied in the following subsections.

We note that there is another way to construct the magnificent four system where Z is
general toric CY4. One can understand Z as a combination of C4 patches. The partition
function of Z is understood by gluing the results of C4. Studies from this approach were
done in [76, 80] where the authors introduced a vertex formalism. The relation with our
construction here is not so clear for the moment.
Remark 4.8. We expect the above conjecture is also applicable to non-toric Calabi-Yau four-
folds such as the non-Abelian orbifolds. Given the quiver and proper parameter association,
we can define the q-Cartan matrix and the contour integral formula, but the evaluation of
the poles might be non-trivial.

4.6.3 CY3 × C

Consider the Calabi-Yau four-fold with the form Z = X×C, where X is a toric CY three-fold
(see also [54, 76, 127]). We denote the corresponding quiver25 of X as Q = (Q0, Q1). For
each arrow I ∈ Q1 of the quiver diagram, we assign a q-deformation parameter qI . Given
the geometry, the F-term condition of the superpotential determines the relations between
the q-deformation parameters. After this condition, the number of independent parameters
will be three. In this paper, we will not give the procedure to determine them. Practically,
we need to study case by case.

We denote the corresponding q-Cartan matrix as

cZ,ij = cX,ij(1− q4), cX,ij = c+X,ij + c−X,ij , c−X,ij = −q−1
4 c+∨

X,ji, (4.105)
25Strictly speaking, the quiver here should be the quiver of the entire CY four-fold Z. The quiver of X is

understood as a subquiver of Z. However, at the level of q-Cartan matrix, we only need to take the product
of the q-Cartan matrix associated with X and C, so we use the quiver of X which is associated with 4d
N = 1 theories.
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where
c+X,ij = δij −

∑
I∈{j→i}

qI . (4.106)

We are assuming that the q-deformation parameters satisfy the F-term conditions. Note
also that we have the property cZ,ij = c∨Z,ji which is the reality condition of the q-Cartan
matrix. The structure functions associated with Z and X are

AZ,ij(x) = I[−c∨Z,ijx
∨] =

(1− q4x)δij (1− q−1
4 x)δij

∏
I∈{j→i}

(1− qIx)
∏

I∈{i→j}
(1− q−1

I x)

(1− x)2δij
∏

I∈{i→j}
(1− q−1

I q−1
4 x) ∏

I∈{j→i}
(1− q4qIx)

,

φX,ij(x) = I[−c∨X,ijx
∨] =

(1− q−1
4 x)δij

∏
I∈{j→i}

(1− qIx)

(1− x)δij
∏

I∈{i→j}
(1− q−1

4 q−1
I x)

.

(4.107)
We then can introduce the D0-brane operators (root currents) and the D6-brane operator

associated with X. The operators are labeled by the quiver nodes i ∈ Q0 as

Ai(x) = ai,0(x) : exp

∑
n ̸=0

ai,nx
−n

 :, Wi(x) = wi,0(x) : exp

∑
n ̸=0

wi,nx
−n

 : (4.108)

where
[ai,n, aj,m] = − 1

n
δn+m,0c

[n]
Z,ij , ai,n =

∑
j∈Q0

wj,nc
[−n]
X,ji. (4.109)

For later use, we also define the screening current corresponding to the C part of Z:

Si(x) = si,0(x) : exp

∑
n ̸=0

si,nx
−n

 :, si,n = ai,n

1− q−n
4
. (4.110)

The zero-modes need to obey similar conditions as what we did for the C4 case in section 4.5,
but we do not discuss them in this paper. A detailed derivation will be done in [74].

The operator products of the operators are

Wi(x)Sj(x′) = wi,0(x)sj(x′)
1

(1− q−1
4 x′/x)δij

: Wi(x)Sj(x′) :,

Sj(x′)Wi(x) = sj,0(x′)wi,0(x)
1

(1− q4x/x′)δij
: Wi(x)Sj(x′) :,

Wi(x)Aj(x′) = wi,0(x)aj,0(x′)
(

1− x′/x
1− q−1

4 x′/x

)δij

: Wi(x)Aj(x′) :

Aj(x′)Wi(x) = aj,0(x′)wi,0(x)
( 1− x/x′
1− q4x/x′

)δij

: Wi(x)Aj(x′) :,

Ai(x)Aj(x′) = ai,0(x′)aj,0(x′)AZ,ij

(
x′/x

)−1 : Ai(x)Aj(x′) :,

Ai(x)Sj(x′) = ai,0(x′)sj,0(x′)φX,ij

(
x′/x

)−1 : Ai(x)Sj(x′) :,

Sj(x′)Ai(x) = sj,0(x′)ai,0(x′)φX,ji

(
q4x/x

′) : Sj(x′)Ai(x) : .

(4.111)
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Using this, we can define the contour integral formula that computes the partition function
of the system where multiple D6-branes wrap the subspace X of the total CY4 Z. Let us
summarize what we have obtained as a conjecture.

Conjecture 4.9 ([74]). Let Z be the Calabi-Yau four-fold with the form Z = X × C, where
X is a toric CY3. Denote the corresponding quiver as Q = (Q0, Q1) and the associated
q-deformation parameters as {qI}I∈Q1 . We then have the following.

1. After imposing suitable conditions, we can reparametrize the parameters and reduce
them up to three independent q-deformation parameters.

2. The corresponding D0 and D6-brane operators are Ai(x) and Wi(x) defined in (4.108).
3. The partition function of the tetrahedron instanton system where multiple D6-branes

wrap the X subspace is proportional to

1
k!

∮ ∏
i∈Q0

ki∏
I=1

dxi,I

2πιxi,I
⟨A−1

k Wn⟩ (4.112)

where

Ak =
∏

i∈Q0

ki∏
I=1

Ai(xi,I), Wn = :
∏

i∈Q0

ni∏
α=1

Wi(vi,α) :. (4.113)

Moreover, this gives the BPS/CFT correspondence of this system.
4. The poles of this contour integral formula are labeled by the 3d BPS crystals of [57, 126].

Remark 4.10. After taking the limit q4 → 1, assume the q-deformation parameters are
transformed to {qI}I∈Q1 → {qI}I∈Q1 . There will be only two independent parameters in
{qI}I∈Q1 . Under this limit, we have

φX,ij(x)
q4→1−−−→ φi⇒j(x) :=

∏
I∈{j→i}(1− qIx)∏

I∈{i→j}(1− q−1
I x)

, (4.114)

where the right-hand side is the structure functions26 of the toroidal quiver algebra/quiver
quantum toroidal algebra introduced in [32–34, 115, 128, 129].

4.6.4 CY2 × CY2

Let us next consider the case when the CY4 Z takes the form of CY2×CY2. The corresponding
quiver structure for such geometry is decomposed into a product of two quivers: Q = Υ×Γ. We
denote the nodes and arrows of Γ,Υ as Γ0,1,Υ0,1. Each node of Q is written as (i, j) ∈ Υ0×Γ0.
Each arrow of Q is decomposed into the following two types:

I : (i, j)→ (i′, j′), (j = j′), I : (i, j)→ (i′, j′), (i = i′). (4.115)

The first arrow is identified with an element of Υ1 while the second arrow is identified with
an element of Γ1. Note that the quivers Υ,Γ are dual to 6d N = (1, 0) theories. We focus
on the case when the quiver structures are affine A, D, E type and the CY4 is denoted as
C2/Υ × C2/Γ. See [12] for the formulas of the gauge origami partition function.

26The notation of the structure functions differs from the original papers. They come from how we define
the explicit zero-modes of the operators.
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We denote the q-deformation parameters associated with the arrows of Υ1,Γ1 as
{qI}I∈Υ1∪Γ1 . Following the discussions of previous subsections, the q-Cartan matrix can
be written as

cZ,ab = cΥ,ii′cΓ,jj′ , a = (i, j), b = (i′, j′),

cΥ,ii′ = (1 + q12)δii′ −
∑

I∈Υ1:i′→i

qI −
∑

I∈Υ1:i→i′

q12q
−1
I ,

cΓ,jj′ = (1 + q34)δjj′ −
∑

I∈Γ1:j′→j

qI −
∑

I∈Γ1:j→j′

q34q
−1
I

(4.116)

where the CY condition is imposed as q12q34 = 1. Explicitly, we have

cZ,ab =(2+q12+q34)δii′δjj′

+
∑

I:i′→i
J :j′→j

qIqJ+
∑

I:i′→i
J :j→j′

qIq
−1
J q34+

∑
I:i→i′
J :j′→j

q12q
−1
I qJ+

∑
I:i→i′
J :j→j′

q−1
I q−1

J

−
∑

I:i′→i

qI(1+q34)δjj′−
∑

I:i→i′

(1+q12)q−1
I δjj′−

∑
I:j′→j

qI(1+q12)δii′−
∑

I:j→j′

(1+q34)q−1
I δii′

(4.117)
Note that we have the property c∨Z,ab = cZ,ba. We also assume the other parameters qI obey
the F-term conditions. The q-Cartan matrices arising here are the q-Cartan matrices of the
double quiver gauge theory recently introduced in [77].

The structure functions are given as

AZ,ab (x) = I[−c∨Z,abx
∨],

SΥ,ii′(x) = I[−c∨Υ,ii′x
∨] =

∏
I:i′→i

(1− qIx)
∏

I:i→i′
(1− q12q−1

I x)

(1− x)δii′ (1− q12x)δii′
,

SΓ,jj′(x) = I[−c∨Γ,jj′x
∨] =

∏
I:j′→j

(1− qIx)
∏

I:j→j′
(1− q34q−1

I x)

(1− x)δjj′ (1− q34x)δjj′
.

(4.118)

Let us introduce the D0 and D4-brane operators. This time, the operators will have a
double index labeled by Υ0 and Γ0. The D0-brane operators are introduced as

Ai
j(x) = ai

j,0(x) : exp

∑
n ̸=0

ai
j,nx

−n

 :, [ai
j,n, ai′

j′,m] = − 1
n
δn+m,0c

[n]
Υ,ii′c

[n]
Γ,jj′ (4.119)

for i, i′ ∈ Υ0, j, j
′ ∈ Γ0. For the D4-brane operators, we can introduce two types depending

on whether they wrap either C2/Υ or C2/Γ:

Xi
Υ,j(x) = xi

Υ,j,0(x) : exp

∑
n ̸=0

xi
Υ,j,nx

−n

 :, aj
i,n =

∑
k∈Υ0

xk
Υ,i,nc

[−n]
Υ,kj ,

Xi
Γ,j(x) = xi

Γ,j,0(x) : exp

∑
n ̸=0

xi
Γ,j,nx

−n

 :, aj
i,n =

∑
k∈Γ0

xj
Γ,k,nc

[−n]
Γ,ki .

(4.120)
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The operator products are given as

Ai
j(x)Ai′

j′(x′) = ai
j,0(x)ai′

j′,0(x′)AZ,ab(x′/x)−1 : Ai
j(x)Ai′

j′(x′) :, a = (i, j), b = (i′, j′),

Ai
j(x)Xi′

Υ,j′(x′) = ai
j,0(x)xi′

Υ,j′,0(x′)SΓ,jj′(x′/x)−δii′ : Ai
j(x)Xi′

Υ,j′(x′) :,

Ai
j(x)Xi′

Γ,j′(x′) = ai
j,0(x)xi′

Γ,j′,0(x′)SΥ,ii′(x′/x)−δjj′ : Ai
j(x)Xi′

Γ,j′(x′) : .
(4.121)

The gauge origami system of this setup was studied for some examples in [77] and the free
field realization of the contour integral formula is

1
k!

∮ ∏
j∈Γ0
i∈Υ0

ki
j∏

I=1

dxi
j,I

2πιxi
j,I

⟨A−1
k XΥ,nXΓ,n′⟩, (4.122)

where

Ak =
∏

i∈Υ0
j∈Γ0

ki
j∏

I=1
Ai

j(xi
j,I), XΥ,n = :

∏
i∈Υ0
j∈Γ0

ni
j∏

α=1
Xi

j(νi
j,α) :, XΓ,n′ = :

∏
i∈Υ0
j∈Γ0

n′i
j∏

α=1
Xi

j(ν ′
i
j,α) :. (4.123)

Remark 4.11. Denoting the above system as C2
12/Υ× C2

34/Γ, since we are assigning stacks of
D-branes in a transverse way, the arising instantons are crossed instantons. Let us focus on
the case Υ = Zp and Γ = Zq whose orbifold action on the complex four coordinates are

(z1, z2, z3, z4) 7→ (ωr1z1, ω
r2z2, σ

s1z3, σ
s2z4), ω = e2πι/p, σ = e2πι/q (4.124)

where r1 + r2 ≡ 0 (mod p) and s1 + s2 ≡ 0 (mod q). When there are only D4-branes on
the C2

12/Zp surface, the arising instanton partition function is the Zp invariant part of the
partition function of the Â0 quiver gauge theory. This is the same situation for the D4-branes
wrapping C2

34/Zq, where the Zq invariant part appears as the result. Generally, we can
also consider the case where D4-branes wrap other complex two-dimensional surfaces such
as C2/Zp × C3/Zq, where the orbifold action mixes with each other. For example when
q = 1 (C2/Zp × C3), the arising partition function corresponds to instantons with surface
operators [130]. Including such D-branes enables us to consider the most general spiked
instanton setup of the entire C2

12/Zp × C2
34/Zq. The D4 vertex operators appearing for this

case can not be written as (4.120) but both the q-Cartan matrices cΥ,ij , cΓ,ij mix with each
other. A detailed analysis of this will be done in [74]. We also note that starting from affine
type q-Cartan matrices and taking a specific limit of the q-parameters, one can obtain the free
field realizations of the contour integral formulas for finite type q-Cartan matrices (see [77]
for examples and details).

5 D2-brane qq-characters

We introduce the screening charges and discuss the relation with the D2 qq-characters in
section 5.1. We then use these D2 qq-characters to show that they reproduce the partition
function of the gauge origami system of D2-branes in section 5.2.
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5.1 D2 qq-characters and screening charges

Definition 5.1. We define the screening charges as

Qa(x) =
∑
k∈Z

Sa(qk
ax) (5.1)

for a ∈ 4. We also call these screening charges the D2 qq-characters whose motivation will
be discussed later.

Theorem 5.2. The screening charges with different indices commute with each other:

[Qa(x),Qb(x′)] = 0, a ̸= b, (5.2)

for a, b ∈ 4.

Proof. Let us focus on the commutation relation between Q1(x) and Q4(x). Other cases are
obtained by using the quadrality. The operator products between S1(x) and S4(x) are

S4(x)S1(x′) = S23
(
q4x

′/x
)
: S4(x)S1(x′) :,

S1(x′)S4(x) = S23(q1x/x′) : S1(x′)S4(x) : .
(5.3)

We then have

[S4(qk
4x),S1(x′)]

= (1−q2)(1−q3)
(1−q2q3)

(
δ

(
x′

qk−1
4 x

)
: S4(qk

4x)S1(qk−1
4 x) :−δ

(
x′

q1qk
4 x

)
: S4(qk

4x)S1(q1q
k
4x) :

)
= (1−q2)(1−q3)

(1−q2q3)

(
δ

(
x′

qk−1
4 x

)
: S4(qk−1

4 x)A−1(qk−1
4 x)S1(qk−1

4 x) :−δ
(

x′

q1qk
4 x

)
: S4(qk

4x)S1(q1q
k
4x) :

)
= (1−q2)(1−q3)

(1−q2q3)

(
δ

(
x′

qk−1
4 x

)
: S4(qk−1

4 x)S1(q1q
k−1
4 x) :−δ

(
x′

q1qk
4 x

)
: S4(qk

4x)S1(q1q
k
4x) :

)
(5.4)

where we used
A(x) = : S1(x)

S1(q1x)
: = : S4(x)

S4(q4x)
:. (5.5)

The commutation relation between the screening charge Q4(x) and S1(x′) is

[Q4(x),S1(x′)] =
(1−q2)(1−q3)

(1−q2q3)
∑
k∈Z

(
δ

(
x′

qk
4x

)
−δ
(

x′

q1qk
4x

))
: S4(qk

4x)S1(q1qk
4x) : (5.6)

which is a total difference. Thus, we finally have

[Q4(x),Q1(x′)] = 0. (5.7)

We call the screening charges D2-brane qq-characters because each term is related by the
iWeyl reflection (see (3.212) for the iWeyl reflection in terms of partition functions). We define
the operator version of the iWeyl reflection in (3.212) of the D2-brane operator as the following.
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Definition 5.3. The iWeyl reflection of the D2-brane operator is

Sa(x)→ : Sa(x)A−1(x) : = Sa(qax) (5.8)

where we used (4.66) in the second identitiy.

Starting from the screening current Sa(x) and using the iWeyl reflection sequentially,
we get a sequence

Sa(x)
A−1(x)−−−−→ Sa(qax)

A−1(qax)−−−−−−→ · · · · · · Sa(qk
ax)

A−1(qk
ax)−−−−−−→ · · · (5.9)

which generates half of the screening charge:

T+
a (x) =

∑
k≥0

Sa(qk
ax), a ∈ 4. (5.10)

To define the screening charge, the above T+
a (x) is not enough and we need the other

half part. It is generated by the iWeyl reflection in the opposite direction as

· · · A(q−l+1
a x)←−−−−−− Sa(q−l

a x) · · · · · · A(q−2
a x)←−−−−− Sa(q−1

a x) A(qax)←−−−− Sa(x) (5.11)

and gives the other half of the screening charge as

T−
a (x) =

∑
k<0

Sa(qk
ax), Qa(x) = T+

a (x) + T−
a (x). (5.12)

We still call T+
a (x) and T−

a (x) D2 qq-characters. We may rescale the root currents as
A(x) → q−1A(x) and then obtain

Qa(x) =
∑
k∈Z

qkSa(qk
ax), T+

a (x) =
∑
k≥0

qkSa(qk
ax), T−

a (x) =
∑
k<0

qkSa(qk
ax). (5.13)

Each term of the screening charge has a nice pictorial interpretation using the one-
dimensional partition labeled by k ∈ Z in (2.2):

Sa(qk
ax), k ∈ Z ⇐⇒ · · ·

qa
1 2 · · · · · · k

(5.14)

The screening charge Qa(x) is understood as a collection of possible one-dimensional partitions
labeled by k ∈ Z with the q-coordinate of the origin x:

Qa(x) ⇐⇒

 x· · ·
qa

1 2 · · · · · · k

∣∣∣∣∣∣∣ k ∈ Z

 (5.15)

Using (4.66), we have

Sa(qk
ax) = :

k∏
i=−∞

A−1(qi−1
a x) : (5.16)
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which means we can interpret each box of the one-dimensional partition with the q-coordinates
xqi−1

a as the operator A−1(xqi−1
a ). The screening charge Qa(x) is then understood as a

collection of the possible one-dimensional partitions labeled by k ∈ Z.
We can do the same discussion for the D2 qq-characters T±

a (x). We omit the discussion for
T−

a (x) and focus on T+
a (x). In this case, each term of T+

a (x) is represented as a one-dimensional
partition labeled by k ∈ Z≥0 in (2.1) and T+

a (x) is interpreted as a collection of the possible
one-dimensional partitions labeled by k ∈ Z≥0 with the q-coordinate of the origin x:

T+
a (x) ⇐⇒

 x
qa

1 2 · · · · · · k

∣∣∣∣∣∣∣ k ∈ Z≥0

 . (5.17)

In the context of quiver W-algebra, the iWeyl reflection is usually generated from the
highest weight only in one direction. For the screening charge, actually, the qq-character is
associated with the vector representation of quantum toroidal gl1 (see section 9.2) which
is not a highest weight representation, and thus, we need to generate the monomial terms
in two directions.

We also note that the coefficient factors of the screening charges are 1, which is identical
to the U(1) partition function of the D2 theory introduced in section 3.6 (see appendix B.5
and (B.49)): ZD2

a [k; qi, qj ] = 1.
Remark 5.4. Note that the D2 qq-characters T+

a (x) are the operator version of the D2
qq-characters introduced in (3.216):

T+
a (x) ←→ T̂ā(x), T̂ā∨(x), a ∈ 4. (5.18)

The highest weight and the root current have the following correspondence:

Sa(x) ←→ Ŵā(qāx)−1, Ŵā∨(qāx)−1, a ∈ 4

A(x)−1 ←→ Â(x)−1, Â∨(x)−1.
(5.19)

Note also that the qq-characters T±
a (x) (a ∈ 4) do not commute with the screening charges

Qa(x) nor themselves:

[T±
a (x),Qb(x′)] ̸= 0, [T±

a (x),T±
b (x

′)] ̸= 0, a, b ∈ 4. (5.20)

For the commutativity of the screening charges, we need the sum of both T±
a (x).

Remark 5.5. Although the above D2-brane qq-character (screening charge) is a sum of
monomial terms labeled by an integer k ∈ Z, using the results of section 7, we can introduce
a D2 and D6 coupled qq-character where the monomial terms are labeled by k ∈ Z≥0. In this
case, the generating current is

: Sa(x)
Wb̄(q

−1
b q−1

a x)
:, b ̸= a ∈ 4. (5.21)

Focusing on a = 1, b = 4, one can show that the qq-character that commutes with the
screening charge Q4(x′) is

TD21-D64̄
(x) =

∑
k≥0
ZD21-D64̄ [k] : S1(qk

1x)
W4̄(q−1

1 q−1
4 x)

:, ZD21-D64̄ [k] =
k∏

l=1

1− q−1
4 q−l

1
1− q−l

1
, (5.22)
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with the property [
TD21-D64̄

(x),Q4(x′)
]
= 0. (5.23)

The coefficient factor here gives the partition function of a 3d N = 2∗ theory with an adjoint
matter whose mass is q−1

4 described in [41, eq. (3.10)]. A detailed analysis of such systems is
postponed for future work.

5.2 Coupled vortex system and D2 qq-characters

The contour integral formula in (3.155) can be expressed using vertex operators as in (4.45).
Let us see that the expanded form of the partition function (3.166) can be expressed using
the D2 qq-characters.

Let us consider finite products of the screening charges Sa(va,α), (a ∈ 4, α = 1, . . . , na).
The operator product of two screening currents is

Sb

(
vb,βq

k
(β)
b

b

)
Sa

(
va,αq

k
(α)
a

a

)
= : Sb(vb,β)

∏
∈k

(β)
b

A−1(χb,vb,β
( )) :: Sa(va,α)

∏
∈k

(α)
a

A−1(χa,va,α( )) :

=ZD2-D2
1-loop (va,α, a | vb,β , b)ZD2-D2

a|b [va,α, k
(α)
a | vb,β , k

(β)
b ],

(5.24)

where a ̸= b. Generally, for finite products of screening currents, we have
4∏

a=1

na∏
α=1

Sa(va,αq
k

(α)
a

a ) =
∏

(b,β)>(a,α)
ZD2-D2

1-loop (va,α, a | vb,β , b)
∏

(b,β)>(a,α)
ZD2-D2

a|b (va,α, k
(α)
a | vb,β , k

(β)
b )

× :
4∏

a=1

na∏
α=1

Sa(va,αq
k

(α)
a

a ) :

(5.25)
where the left-hand side is an ordered operator product and the ordering is defined as

· · · Sb(vb,βq
k

(β)
b

b ) · · · Sa(va,αq
k

(α)
a

a ) · · · ⇐⇒ (b, β) > (a, α). (5.26)

Therefore, we have the following claim.

Theorem 5.6. The gauge origami partition function involving D2-branes is given by the
correlation function of a finite number of screening currents,

ZD2
1-loopZD2

cpl.vort.[ v⃗, k⃗ ] = ⟨0|
4∏

a=1

na∏
α=1

Sa(va,αq
k

(α)
a

a ) |0⟩ . (5.27)

Corollary 5.7. The total partition function can be written using half of the screening charge
as

ZD2
1-loopZD2

vort. =
∑

k⃗

q|⃗k|ZD2
1-loopZD2

cpl.vort.[v⃗, k⃗] = ⟨0|
∏
a∈4

na∏
α=1

T+
a (va,α) |0⟩ . (5.28)

Remark 5.8. Realization of the 3d partition function on Ca × S1 with finite number insertion
of the screening charges has been discussed in [131–133]. See also [103, 134] for the case with
different types of the screening charges.
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Coulomb branch formula. The vortex partition function discussed above is given by
summation over infinitely many topologically distinct sectors (Higgs branch formula). There
is another description of the 3d partition function, which is given by the contour integral
over the Cartan torus of the gauge group (Coulomb branch formula) [102, 135]. Let us show
that this Coulomb branch formula is also obtained from the vertex operator formalism.

The screening charges Qa(x) can be written using the Jackson integral with the base x as

Qa(x) =
∮
Ca,x

dqaz Sa(z), (5.29)

where the contour integral is denoted Cx. Let us first consider the 3d theory on Ca × S1.
Finite products of the screening charges are then given as

Zna
a,x⃗ :=

←−
na∏

α=1
Qa(xα) =

∮
Ca,xna

· · ·
∮
Ca,x2

∮
Ca,x1

dqazna · · · dqaz1 Sa(zna) · · · Sa(z1)

=
∮
Ca,x1 ,...Ca,xna

na∏
α=1

dqazi ∆a(z⃗; qa) :
na∏

α=1
Sa(zα) :

(5.30)

where

∆a(z⃗; qa) =
∏
i<j

∆a(zi/zj), ∆a(x′/x) =
(x′/x; qa)∞

∏
i ̸=a(qiqax

′/x; qa)∞
(qax′/x; qa)∞

∏
i ̸=a(q−1

i x′/x; qa)∞
, (5.31)

and we assumed |qa| < 1. Note that ∆a(x′/x) is just ZD2-D2
1-loop (x′, a |x, a).

One-loop contributions of 3d N = 2 on Ca × S1 are given by

zvec =
∏
i ̸=j

(xi/xj ; qa)∞ , zadj =
∏
i ̸=j

(µadjxi/xj ; qa)−1
∞ , (5.32)

where µadj = emadj . Meanwhile, the OPE factor of the screening currents is rewritten after
using the theta function in (A.12) as

∆a(z⃗; qa) =
∏
i<j

(zi/zj ; qa)∞
∏

b ̸=a(qbqazi/zj ; qa)∞
(qazi/zj ; qa)∞

∏
b ̸=a(q−1

b zi/zj ; qa)∞

=
∏
i<j

∏
b ̸=a θ(q−1

b zj/zi; qa)
θ(zj/zi; qa)

∏
i ̸=j

(zi/zj ; qa)∞∏
b ̸=a(q−1

b zi/zj ; qa)∞
.

(5.33)

which is thus identified with 1 vector multiplet and 3 adjoint chiral multiples with masses
q−1

b , (b ̸= a).27 Additional theta function factors are identified with the boundary contribution
∂Ca × S1 = T2. In addition to the adjoint matters, we can also add the fundamental matters
using the flavor brane vertex operators (see section 10.3).

Note that due to the condition q1q2q3q4 = 1, we can only choose up to three of the
q-parameters to be |qa| < 1. For the analytic region of |qa| > 1, the above formulas will be
modified after using the reflection formula in (A.3) (see also (A.8)).

27Hence, this factor ∆a(z⃗; qa) agrees with (a trigonometric version of) the measure part of the vertex function
associated with the Hilbert scheme of points on C3 [54, Prop. 7.12] up to the boundary contribution.
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Let us next consider the contribution between Ca × S1 and Cb × S1 where a ̸= b. For
simplicity, let us focus on a = 1, b = 2:

Q1(x)Q2(x′) =
∮
C1,x

∮
C2,x′

dq1z dq2z
′S34

(
q1z

′/z
)

=
∮
C1,x

∮
C2,x′

dq1z dq2z
′ (1− q13z′/z)(1− q14z′/z)
(1− q1z′/z)(1− q−1

2 z′/z)

(5.34)

The contribution coming from S34(z) is understood as the chiral and Fermi multiplet living on
the 1d intersection S1 [103, 134]. Therefore, we conclude that the partition function obtained
by ∏a∈4 Zna

a,x⃗a
is an intersecting gauge theory. Choosing the contour integral properly, we

expect that we can reproduce the coupled vortex partition function in (3.166).

Conjecture 5.9. By specifying the contour integrals properly, we have the following identity:

ZD2
1-loopZD2

vort. = ⟨0|
∏
a∈4

Zna
a,x⃗a
|0⟩ . (5.35)

Namely, the coupled vortex system is obtained by finite products of screening charges.

6 D4-brane qq-characters

In this section, we introduce the operator version of the D4 qq-characters introduced in
section 3.8. These qq-characters are not new qq-characters but they were already introduced
in [10] and the corresponding algebraic structure is known to be the affine quiver W-algebra [60].
We introduce six types of D4 qq-characters corresponding to the six possible configurations of
D4-branes in C4 in an equal footing in section 6.1. We then discuss the relation with the spiked
instantons in section 6.2 and show that their compositions give the gauge origami partition
function of the spiked instantons. We also show that the partition function can be rewritten
using the screening currents in section 6.3. We then extend the D4 qq-characters to general
D4 qq-characters which give a supergroup analog of the gauge origami partition function in
section 6.4. The quadratic relations of the D4 qq-characters are discussed in section 6.5.

6.1 D4 qq-characters and affine quiver W-algebra

Let us consider the qq-character generated by the D4 operators XA(x) (A ∈ 6). The D4
qq-character generated here is identified with the generator of the affine quiver W-algebra
of Γ = Â0 in [60]. Let us review the derivation of it.

Each term of the qq-character is decomposed into two parts, the operator part and the
coefficient part. The operator part is determined by the iWeyl reflection which is defined
as the following (see also (3.202)).

Definition 6.1. The iWeyl reflection of the D4 vertex operator XA(x) (A ∈ 6) is

XA(x) −→ : XA(x)A−1(x) :, A ∈ 6. (6.1)

Using the property in (4.68a), we have

Xab(x) −→ : a0(x)−1Xab(qax)Xab(qbx)
Xab(qabx)

:, a ̸= b ∈ 4. (6.2)
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The operator part of the qq-character is obtained by changing the root current to the
X-operators and applying the iWeyl reflection recursively. The operators will be classified
by two-dimensional Young diagrams as

: Xab(x)
∏
∈λ

A−1(χab,x( )) : = : a0(x)−1
∏

∈A(λ) Xab(χab,x( ))∏
∈R(λ) Xab(qabχab,x( )) :. (6.3)

Following the correspondence in (5.14) and (5.15), we can visualize each monomial terms
of the D4 qq-character using the Young diagrams:

: Xab(x)
∏
∈λ

A−1(χab,x( )) : ←→

qb

qa
1 · · · i

x

1

...

j

xqi−1
a qj−1

b

(6.4)

Similar to the D2-case, each A−1(χab,x( )) corresponds to the box of the Young diagram.
The operator Xab(x) defines the vacuum and physically gives the one-loop perturbative part
(see section 6.2). In the algebraic context, it is called the highest weight of the qq-character.
Moreover, as will be shown in 6.3, it uniquely determines the qq-character, we also call it
the generating current of the qq-character.

The qq-character is defined by adding the monomial terms in (6.3) for all possible Young
diagrams with specific coefficients. The coefficients are determined by the commutativity
with the screening currents.

Definition 6.2. We define the D4 qq-character for A ∈ 6 as

TA(x) =
∑
λ∈P
Z̃D4

A [λ] : ΛA,λ(x) : (6.5)

where and
ΛA,λ(x) = : XA(x)

∏
∈λ

A−1(χA,x( )) :. (6.6)

Note that the coefficients Z̃D4
A [λ] do not depend on the choice of a ∈ Ā. One may redefine

the zero-modes of the root currents as A(x)→ q−1A(x) and obtain

TA(x) =
∑
λ∈P

q|λ|Z̃D4
A [λ] : ΛA,λ(x) :, A ∈ 6. (6.7)

Theorem 6.3. The D4 qq-characters commute with the screening charges associated with
the transverse directions

[TA(x),Qa(x′)] = 0, ∀a ∈ Ā. (6.8)
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Proof. Let us focus on A = 12 and a = 4 and derive the D4 qq-character. Other cases are
obtained using the quadrality. Using the formulas in (C.12), we have

Λ12,λ(x)S4(x′) =
[
q−1
3

Y12
λ,x(q12x′)

Y12
λ,x(q123x′)

]x′

−
: Λ12,λ(x)S4(x′) :,

S4(x′)Λ12,λ(x) =
[
q−1
3

Y12
λ,x(q12x′)

Y12
λ,x(q123x′)

]x′

+
: Λ12,λ(x)S4(x′) :

(6.9)

where [ f(x) ]x± means expansions of f(x) in x∓ respectively. Assume that the qq-character
takes the form of

T12(x) =
∑
λ∈P

FD4
12 [λ]Λ12,λ(x), F12[∅] = 1 (6.10)

where FD4
12 [λ] are some coefficients, then the commutation relation is

[T12(x),S4(x′)]

=−q−1
3

∑
λ

FD4
12 [λ]

∑
∈A(λ)

δ

(
χ12,x( )
q−1

4 x′

)
Res

x′=q−1
3 χ12,x( )

x′
−1 Y12

λ,x(x′)
Y12

λ,x(q3x′)
: Λ12,λ(x)S4(x′) :

+
∑

λ

FD4
12 [λ]

∑
∈R(λ)

δ

(
χ12,x( )
x′

)
Res

x′=q−1
34 χ12,x( )

x′
−1 Y12

λ,x(x′)
Y12

λ,x(q3x′)
: Λ12,λ(x)S4(x′) :

 .
(6.11)

Shifting the second term as λ = λ′ + , it will be

−q−1
3
∑
λ′

∑
∈A(λ′)

FD4
12 [λ′+ ]δ

(
χ12,x( )

x′

)
Res

x′=q−1
34 χ12,x( )

x′
−1 Y12

λ′+ ,x
(x′)

Y12
λ′+ ,x

(q3x′)
: Λ12,λ′(x)A−1(χ12,x( ))S4(x′).

(6.12)
Using

: Λ12,λ′(x)A−1(χ12,x( ))S4(χ12,x( )) : = : Λ12,λ′(x)S4(q4χ12,x( )) : (6.13)

and imposing the condition (see the recursion formula in Thm. B.2)

FD4
12 [λ+ ]
FD4
12 [λ]

= −
Res

x′=q−1
3 χ12,x( )

x′−1 Y12
λ,x(x

′)
Y12

λ,x
(q3x′)

Res
x′=q−1

34 χ12,x( )
x′−1 Y12

λ+ ,x
(x′)

Y12
λ+ ,x

(q3x′)

= q−1
3
ZD4
12 [λ+ ; q3]
ZD4
12 [λ ; q3]

= Z̃
D4
12 [λ+ ]
Z̃D4
12 [λ]

(6.14)

we then obtain

[T12(x),S4(x′)] =−q−1
3
∑
λ∈P

∑
∈A(λ)

FD4
12 [λ] Res

x′=q−1
3 χ12,x( )

x′
−1 Y12

λ,x(x′)
Y12

λ,x(q3x′)
: Λ12,λ(x)S4(q4χ12,x( )) :

×
(
δ

(
q4χ12,x( )

x′

)
−δ
(
χ12,x( )
x′

))
(6.15)

which is a total difference. Therefore, under the condition F12[λ] = Z̃D4
12 [λ], the qq-character

commutes with the screening charge Q4(x′):

[T12(x),Q4(x′)] = 0. (6.16)
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Remark 6.4. Note that these D4 qq-characters TA(x) (A ∈ 6) are the operator version of the
D4 qq-characters introduced in (3.201):

TĀ(x) ←→ T̂A(x), T̂A∨(x), A ∈ 6. (6.17)

The highest weight and the root current have the following correspondence:

XA(x) ←→ ŶA(qAx), ŶA∨(qAx), A ∈ 6

A(x)−1 ←→ Â(x)−1, Â∨(x)−1.
(6.18)

6.2 Spiked instantons and D4 qq-characters

Similar to the integral formula, the expanded version of the spiked instanton partition
function can be expressed using the D4 qq-characters.

Lemma 6.5. The operator product of {ΛA,λ(x)}A∈6 is

ΛB,µ(x′)ΛA,λ(x) = ZD4-D4
1-loop (x,A |x′, B)ZD4-D4

A|B (x, λ |x′, µ) : ΛB,µ(x′)ΛA,λ(x) : . (6.19)

When A = B, it gives the vector and adjoint hypermultiplet contributions, while when A ̸= B,
it gives the bifundamental-like contributions connecting gauge theories defined on different
subspaces.

Theorem 6.6. The gauge origami partition function of the spiked instantons is written using
the D4 qq-characters:

ZD4
1-loopZD4

inst. =
∑

λ⃗

q|λ⃗|ZD4
1-loopZD4

spk.inst.[v⃗, λ⃗] = ⟨0|
∏
A∈6

nA∏
α=1

TA(vA,α) |0⟩ (6.20)

Depending on the value of A,B ∈ 6, we get different instanton contributions:

• A = B: instantons in Â0 quiver gauge theory

• A ∩B ∈ 4: folded instantons

• B = Ā: crossed instantons

To summarize, we have the following table of BPS/CFT correspondence.

BPS CFT
5d N = 1∗ U(1) on C2

ab × S1 (D4ab × 1) ⟨0|Tab(v) |0⟩
5d N = 1∗ U(nab) on C2

ab × S1 (D4ab × nab) ⟨0|Tab(vnab
) · · ·Tab(v2)Tab(v1) |0⟩

crossed instanton: D412-D434-D0 ⟨0|T12(v)T34(v′) |0⟩
folded instanton: D412-D413-D0 ⟨0|T12(v)T13(v′) |0⟩

gauge origami of spiked instantons ⟨0| ∏
A∈6

nA∏
α=1

TA(vA,α) |0⟩

(6.21)

Remark 6.7. It has been argued in [136] that the partition function of the 5d N = 1∗ theory
on C2 × S1 is given by the qq-character correlation function, and the 6d theory partition
function is given by the corresponding torus correlation function.
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6.3 Spiked instantons and screening currents

Since the two-dimensional partition can be understood using the (1, 1)-type description, it
is natural to expect that the partition functions have an operator representation using the
screening currents. Using the character form in (3.175), we omit the singular terms that
might occur and extract the square root part of the total index by specifying an order:

V =
∑

A,B∈6

P4

P∨
s̄(A)Ps̄(B)

X∨
AXB → v =

∑
(x,A)<(x′,B)
x∈XA,x′∈XB

P4

P∨
s̄(A)Ps̄(B)

(
x′

x

)
. (6.22)

Up to one-loop perturbative factors, I[v] is identical to the partition function in (3.143), (3.144).
Using (4.41), we then have the following BPS/CFT correspondence.

Proposition 6.8. The index of (6.22) is the vacuum expectation value of the screening
currents and is equivalent to the partition function in (3.143) and (3.144) up to one-loop
perturbative factors.

I[v] = ⟨0|
∏

A∈6,x∈XA

Ss̄(A)(x) |0⟩ ≃ ZD4
1-loopZD4

spk.inst.[v⃗, λ⃗]. (6.23)

Note that we are implicitly defining an ordering in the products of the screening currents as

· · · Ss̄(B)(x′) · · · Ss̄(A)(x) · · · ⇐⇒ (x,A) < (x′, B). (6.24)

The symbol “≃” means that they are identical up to one-loop perturbative factors.

Fusion of D2 qq-characters. Since the gauge origami partition function can be written
using both the screening currents and the D4 qq-characters, one would like to ask if we
have any relation connecting both descriptions. An interesting fact is that up to one-loop
perturbative factors, the D4 qq-characters are just infinite products of the screening charges.

Theorem 6.9. The D4 qq-characters are infinite products of D2 qq-characters (screening
charges):

Tab(x) ≃
−→∞∏
i=1

Qb(xqi−1
a ), a ̸= b ∈ 4, (6.25)

where the product is
−→∞∏
i=1
f(xi) = f(x1)f(x2) · · · .

Proof. We only give a sketch of the proof (see [60] and [64, eq. (6.2.23)–(6.2.27)] for a similar
discussion). The vertex operator Λab,λ(x) of the D4 qq-character satisfies

Λab,λ(x) ∼ :
∞∏

i=1
Sb(xqi−1

a qλi
b ) : (6.26)

where the equality is up to zero modes. By direct computation, one can show that up to
one-loop perturbative factors, we have28

Tab(x) ≃
∑
λ∈P

−→∞∏
i=1

Sb(xqi−1
a qλi

b ). (6.27)

28Strictly speaking, we have to be careful of the zero-modes appearing on both hand sides. Moreover, the
infinite product of the screening currents needs to be regularized properly.
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Using the property that for i ≤ j and λi < λj

Sb(xqi−1
a qλi

b )Sb(xqj−1
a q

λj

b ) = 0, (6.28)

we obtain

Qb(x)Qb(qax) =
∑
k∈Z

Sb(xqk
b )
∑
l∈Z

Sb(xqaq
l
b) =

∑
k≥l

Sb(xqk
b )Sb(xqaq

l
b). (6.29)

By computing the nontrivial coefficients appearing after taking the contractions of the
screening currents, one obtains the statement.

Corollary 6.10. The total partition function is written using infinite products of screening
charges

ZD4
1-loopZD4

inst. =
∑

λ⃗

q|λ⃗|ZD4
1-loopZD4

spk.inst.[v⃗, λ⃗] ≃ ⟨0|
∏
A∈6

nA∏
α=1

−→∞∏
i=1

Qs̄(A)(vA,αq
i−1
s(A)) |0⟩ . (6.30)

Remark 6.11. We can visualize the above procedure using the correspondence in (5.14)
and (5.15). The equation (6.27) is the consequence of the fact that the 2d partition has a
(1, 1)-type description. Each term Sb(xqi−1

a qλi
b ) is understood as a one-dimensional partition

extending in the qb direction as mentioned in section 2. Piling the one-dimensional partitions
in the orthogonal direction, we get the two-dimensional partition and the corresponding
vertex operator Λab,λ(x). We call this the fusion process. Namely, fusions of D2 qq-characters
(screening charges) give the D4 qq-character.

Λab,λ(x)

qa

qb

λ

x

qa

qb

λ1
λ2

λ3

· · · · · · · · ·

Sb

(
xqλ1

b

)
Sb

(
xqaq

λ2
b

)
Sb

(
xq2aq

λ3
b

)
· · · · · ·

(6.31)

6.4 General D4 qq-characters

The highest weight of the D4 qq-character discussed in the previous section was XA(x) (A ∈ 6)
and the coefficients appearing are the U(1) partition function of the affine quiver gauge theory
on C2

A × S1. Higher rank D4 qq-characters are obtained as

T(n)
A (x) = : XA(x1) · · ·XA(xn) : + · · · (6.32)

where x = (x1, . . . , xn) are generic parameters. Imposing the commutativity with the
screening charges Qa(x′) (a ∈ Ā), the coefficients appearing will be the partition function
of the 5d N = 1∗ U(n) gauge theory on C2

A × S1.
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We can also include negative highest weights as

T(n|m)
A (x|y) = : XA(x1) · · ·XA(xn)

XA(y1) · · ·XA(ym) : + · · · (6.33)

where x = (x1, . . . , xn) and y = (y1, . . . , ym) are all generic parameters. One can show that
after imposing the commutativity with the screening charges Qa(x′)(a ∈ Ā), the coefficients
will be the partition function of the U(n|m) supergroup gauge theory. The derivation can be
similarly done as the non-supergroup gauge theory (see appendix D).

Definition 6.12. The iWeyl reflection of the operator XA(x)−1 is defined as

XA(x)−1 −→ : XA(x)−1A(q−1
A x) : (6.34)

which we call the negative iWeyl reflection. The normal iWeyl reflection will be called
positive iWeyl reflection in contrast.29

Doing the negative iWeyl reflection recursively, we obtain the monomial terms

Λ̄ab,λ(x) = : Xab(x)−1 ∏
∈λ

A(χ̄ab,x( )) :, χ̄ab,x( ) = xq−i
a q−j

b , (6.35)

which gives the following D4 qq-character.

Theorem 6.13. The D4 qq-character generated by X−1
A (x) is

T(0|1)
A (x) =

∑
λ∈P
Z̃D4−

A [λ] : Λ̄A,λ(x) :, (6.36)

where Z̃D4−
A [λ] is the U(0|1) partition function (see appendix D). It commutes with the

screening charges Qa(x′) (a ∈ Ā):

[T(0|1)
A (x),Qa(x′)] = 0, a ∈ Ā. (6.37)

By rescaling the root current as A(x)→ q−1A(x), the qq-character is

T(0|1)
A (x) =

∑
λ∈P

q−|λ|Z̃D4−
A [λ] : Λ̄A,λ(x) : . (6.38)

Note that the higher rank D4 qq-characters are simply obtained by taking compositions
of T(1|0)

A (x) and T(0|1)
A (x) up to one-loop perturbative factors:

T(n|m)
A (x | y) ∝

n∏
i=1

T(1|0)
A (xi)

m∏
j=1

T(0|1)
A (yj). (6.39)

Obviously, for fixed A ∈ 6, arbitrary products of T(1|0)
A (x) and T(0|1)

A (x) commute with
the screening charges Qa(x) (a ∈ Ā) because each of the qq-characters commute with the
screening charges. For example, consider the product T12(x)T12(x′) and the commutation
relation with S4(x′′). We then have

[T12(x)T12(x′),Q4(x′′)] = [T12(x),Q4(x′′)]T12(x′) + T12(x)[T12(x′),Q4(x′′)] = 0. (6.40)
29We omit the positive when obvious.
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Using
T12(x)T12(x′) = ZD4-D4

1-loop (x, 12 |x′, 12)
(
: X12(x)X12(x′′) + · · ·

)
(6.41)

we can see that T12(x)T12(x′)/ZD4-D4
1-loop (x, 12|x′, 12) is a qq-character whose highest weight

is : X12(x)X12(x′) :.
More generally, we can introduce qq-characters starting from operators like : X12(x)X13(x′) :

where D4 vertex operators associated with different C2 subspaces appear. The resulting
qq-character is proportional to the product T12(x)T13(x′).

Theorem 6.14. Let a, b, c, d ∈ 4 be the four elements in the set 4. We choose one of the
screening charges Qd(x). The highest weight of the D4 qq-character commuting with this
screening charge is generally written as

T(n⃗|m⃗)
ab:bc:ac(x⃗ | y⃗) = :

nab∏
α=1

Xab(xab,α)
nbc∏
β=1

Xbc(xbc,β)
nac∏
γ=1

Xac(xac,γ)
mab∏
α=1

Xab(yab,α)
mbc∏
β=1

Xbc(ybc,β)
mac∏
γ=1

Xac(yac,γ)
: + · · · (6.42)

where n⃗ = (nab, nbc, nac), m⃗ = (mab,mbc,mca), x⃗ = (xA,α)α=1,...,nA

A∈{ab,bc,ac}, y⃗ = (yA,α)α=1,...,mA

A∈{ab,bc,ac}.
The monomial terms are obtained by doing the positive and negative iWeyl reflections
respectively, while the coefficients are obtained by imposing the commutativity with the
screening charge Qd(x):

[T(n⃗|m⃗)
ab:bc:ac(x⃗ | y⃗),Qd(x′)] = 0. (6.43)

Moreover, the qq-character obtained here is proportional to the products of the D4 qq-
characters associated with A = ab, bc, ac:

T(n⃗|m⃗)
ab:bc:ac(x⃗ | y⃗) ∝

∏
A∈{ab,bc,ac}

T(nA|mA)
A (xA|yA) (6.44)

where xA = (xA,α)α=1,...,nA , yA = (yA,α)α=1,...,mA . Note that the coefficients appearing are
the supergroup analog of the gauge origami partition function of vector and folded instantons.

Remark 6.15. The above theorem claims that for example if we fix the screening charge
Q4(x), finite products of D4 qq-characters of A = 12, 23, 13 will give higher rank qq-characters.
Such kind of qq-characters have nice physical meanings because the appearing coefficients
are related to the gauge origami partition function of intersecting D4-branes inside the C3

123
subspace. However, since the qq-characters such as TA(x) (A = 14, 24, 34) do not commute
with Q4(x), we can not use XA(x)±1(A = 14, 24, 34) as highest weights. Thus, the qq-character
whose coefficients are the most general gauge origami partition (e.g. crossed instantons) does
not appear by just imposing the commutativity with one of the screening charges.

Remark 6.16. Using the fact that screening charges of different types commute with each
other, S1,2,3(x) can also be the highest weight of the qq-characters commuting with Q4(x).
Such kinds of qq-characters are expected to be physically related with a D2-D4 coupled
system. We leave the analysis of these cases for future work.
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6.5 Quadratic relations of crossed instantons

The qq-characters {TA(x)}A∈6 are expected to generate a larger algebra than the affine quiver
W-algebra. As usual deformed W-algebras, studying the quadratic relations of the generators
is another way to understand the algebraic structure. Since deriving the complete quadratic
relations of the {TA(x)}A∈6 is beyond the scope of this paper, we just give a part of the
quadratic relations which can be derived easily.

Theorem 6.17. The D4 qq-characters TA(x) and TĀ(x) for A ∈ 6 (anti-)commute with
each other up to trivial zero-modes factors:

xTA(x)TĀ(x′) + qAx
′TĀ(x′)TA(x) = 0. (6.45)

Proof. Let us consider the commutation relations between T12(x) and T34(x′):

T12(x) =
∑

λ

FD4
12 [λ] : Λ12,λ(x) :, (6.46)

T34(x′) =
∑

µ

FD4
34 [µ] : Λ34,µ(x′) : . (6.47)

The contraction formulas give

Λ12,λ(x)Λ34,µ(x′) =
[
Ztot
34 | 12(x′, µ |x, λ)

]
|x′/x|≪1

: Λ12,λ(x)Λ34,µ(x′) :,

Λ34,µ(x′)Λ12,λ(x) =
[
Ztot
12 | 34(x, λ |x′, µ)

]
|x/x′|≪1

: Λ12,λ(x)Λ34,µ(x′) :,
(6.48)

where
Ztot.

Ā|A(x
′, µ|x, λ) = ZD4-D4

1-loop (x′, Ā|x,A)ZD4-D4
Ā|A (x′, µ|x, λ). (6.49)

Noting that the one-loop factors of the crossed instantons are rational functions

ZD4-D4
1-loop (x′, X̄|x,X) =

(
1− qAx

′/x
)
, (6.50)

we then obtain

T12(x)T34(x′)−
(
−q12

x′

x

)
T34(x′)T12(x)

=
∑
λ,µ

FD4
12 [λ]FD4

34 [µ]


∑
∈A(µ)
∈R(λ)

Res
χ12,x( )

=χ34,x′ ( )

( x
x′

)−1
Ztot

34 |12(x′,µ |x,λ)δ
(
χ12,x( )
χ34,x′( )

)
: Λ12,λ(x)Λ34,µ(x′) :

+
∑
∈R(µ)
∈A(λ)

Res
χ12,x( )

=χ34,x′ ( )

( x
x′

)−1
Ztot

34 |12(x′,µ |x,λ)δ
(
χ12,x( )
χ34,x′( )

)
: Λ12,λ(x)Λ34,µ(x′) :

 .
(6.51)
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Similar to the proof in Thm. 6.3, we redefine the sum of the first term as λ → λ = λ′ + ,
µ→ µ = µ′ + . After this, the first term will be

∑
λ′,µ′

∑
∈R(µ′)
∈A(λ′)

FD4
12 [λ′ + ]FD4

34 [µ′ − ] Res
χ12,x( )

=χ34,x′ ( )

(
x

x′

)−1
Ztot
34 | 12(x′, µ′ − |x, λ′ + )

× δ
(
χ12,x( )
χ34,x′( )

)
: Λ12,λ′+ (x)Λ34,µ′− (x′) : .

(6.52)

Using

FD4
12 [λ+ ]FD4

34 [µ− ]
FD4
12 [λ]FD4

34 [µ]
= −

Res
χ12,x( )

=χ34,x′ ( )

(
x
x′
)−1Ztot

34 | 12(x′, µ |x, λ)

Res
χ12,x( )

=χ34,x′ ( )

(
x
x′
)−1Ztot

34 | 12(x′, µ− |x, λ+ )
, (6.53)

and

δ

(
χ12,x( )
χ34,x′( )

)
: Λ12,λ+ (x)Λ34,µ− (x′) := δ

(
χ12,x( )
χ34,x′( )

)
: Λ12,λ(x)Λ34,µ(x′) : (6.54)

we obtain the claim.

Remark 6.18. The extra factors in front of the qq-characters come from the operator product
of the zero modes xA,0(x). We may modify the zero modes so that they obey (4.60) (see also
footnote 19) and then get an exact commuting relation [TA(x),TĀ(x′)] = 0. Instead of doing
that, we simply relax the commutativity condition and say that operators O(x) and O′(x′)
commute when they satisfy

O(x)− f(x, x′)O′(x′) = 0 (6.55)

where f(x, x′) are zero modes factors.

7 D6-brane qq-characters

We introduce the operator version of the D6 qq-characters in section 7.1. We show that
monomial terms of the qq-character with the highest weight Wā(x) are classified by plane
partitions and that it commutes with the screening charge Qa(x′). We then show that the
D6 qq-characters reproduce the tetrahedron instanton partition function in section 7.2. The
D6 qq-characters can be obtained by fusion of an infinite number of D4 qq-characters (see
section 7.3). Description in lower dimensional qq-characters are discussed in section 7.4.
Finally, in section 7.5, we introduce general D6 qq-characters where truncations of plane
partitions appear. We also give a conjecture of the D6 qq-characters associated with toric
CY4 taking the form toric CY3 × C. The qq-characters we introduce in this section imply
the existence of a large class of qq-characters which we call BPS qq-characters.
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7.1 D6 qq-characters and plane partition

Following the construction of the D4 qq-characters and the affine quiver W-algebra, let us
construct the D6 qq-characters. The D6 qq-characters are qq-characters whose generating
currents are the D6 vertex operators Wā(x) (a ∈ 4) in (4.15). Similar to the D4 case, each
term of the D6 qq-character is decomposed into the vertex operator and the coefficient
parts. The operator part is determined by the iWeyl reflection of the operator part defined
as the following.

Definition 7.1. The iWeyl reflection of the D6 vertex operator Wā(x) (a ∈ 4) is

Wā(x) −→ : Wā(x)A−1(x) :, a ∈ 4. (7.1)

Using the property in (4.68b), the root current is rewritten in the D6 vertex operators as

Wā(x) −→ : a0(x)−1Wā(q−1
a x)

∏
i∈4\{a}

Wā(qix)∏
i∈4\{a}

Wā(q−1
i q−1

a x)
: (7.2)

The operator part is obtained by changing the root currents to the D6-operators and
applying the iWeyl reflection to the numerators recursively. After iWeyl reflections, the
operators are classified by plane partitions. Let us study some terms after applying the iWeyl
reflection. The operators obtained after n-times of iWeyl reflections are called operators at
level n. We focus on the case W4̄(x) and then have

W4̄(x) −→ : a0(x)−1W4̄(q123x)
∏3

i=1 W4̄(qix)∏
1≤i<j≤3 W4̄(qiqjx)

:. (7.3)

• Level 0: we only have one operator

W4̄(x). (7.4)

We can associate this operator with a vacuum configuration of the plane partition in
the space (1,2,3) where there is no box:

W4̄(x) ←→

1 2

3

(7.5)

The spectral parameter x corresponds to the q-coordinates in the origin. The operator
W4̄(x) represents the addable box of this plane partition configuration which is the box
in the origin.

• Level 1: after applying the iWeyl reflection once, we have

: W4̄(x)A−1(x) : = : a0(x)−1W4̄(q123x)
∏3

i=1 W4̄(qix)∏
i<j≤3 W4̄(qiqjx)

:. (7.6)
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The level 1 current can be described as

: a0(x)−1W4̄(q−1
4 x)∏3

i=1 W4̄(qix)∏
i<j≤3 W4̄(qiqjx)

: ←→

1 2

3

(7.7)

An observation is that the red terms W4̄(qix) (i = 1, 2, 3) correspond to the addable
boxes of this plane partition configuration. The variables qix (i = 1, 2, 3) correspond to
the q-coordinates of the addable boxes. The blue term W4̄(q−1

4 x) corresponds to the
removable box of the configuration, which is the box in the origin with coordinate x.

• Level 2: since we have three numerators in the level 1 operator, we will have three
possible level 2 operators depending on which term we do the iWeyl reflection.

1. π1,1 = 1, π2,1 = 1

: W4̄(x)A−1(x)A−1(q1x) : ∝
(2)(3)(12)(14−1)

(122)(123) ←→

1 2

3

(7.8)

where we simply denote W4̄(qa
1q

b
2q

c
3q

d
4x) as (1a2b3c4d). The q-coordinates of the

addable boxes of this configuration are q21x, q2x, q3x and correspond to the red
terms in the numerator. The q-coordinate of the removable box of this configuration
is xq1 and correspond to the blue term with variable q−1

4 q1x.
2. π1,1 = 1, π1,2 = 1

: W4̄(x)A−1(x)A−1(q2x) : ∝
(1)(3)(22)(1223)

(122)(223) ←→

1 2

3

(7.9)

Similarly, the red terms correspond to the addable boxes and the blue terms
correspond to the removable boxes of the plane partition configuration.

3. π1,1 = 2

: W4̄(x)A−1(x)A−1(q3x) : ∝
(1)(2)(32)(1232)

(132)(232) ←→

1 2

3

(7.10)

Again, the red terms correspond to the addable boxes and the blue terms correspond
to the removable boxes of the plane partition configuration.
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We can do this procedure recursively and then obtain the following statement.

Lemma 7.2. The operators generated from the iWeyl reflection starting from Wā(x) are
classified by plane partitions:

Λā,π(x) := : Wā(x)
∏
∈π

A−1(χā,x( )) :, a ∈ 4. (7.11)

Converting the root currents into the D6-operators, we have

Wā(x)
∏
∈π

A−1(χa,x( )) ∝

∏
∈A(π)

Wā(χa,x( )) ∏
∈R(π)

Wā(q−1
a χa,x( ))

# (7.12)

where we have some extra denominators determined recursively.30

The D6 qq-character is a sum of the vertex operators Λā,π(x) with some specific co-
efficients:

Tā(x) =
∑

π∈PP
FD6

ā [π]Λā,π(x). (7.13)

We impose the condition that this qq-character commutes with the screening charge Qa(x).
After imposing this condition, the coefficient is determined uniquely.

Definition 7.3. We define the D6 qq-character for a ∈ 4 as

Tā(x) =
∑

π∈PP
Z̃D6

ā [π]Λā,π(x), a ∈ 4, (7.14)

where the coefficients Z̃D6
ā [π] are identified with the U(1) partition function of the 7d gauge

theory on C3
ā × S1 in (3.117). Rescaling the zero-modes A(x)→ q−1A(x), we have

Tā(x) =
∑

π∈PP
q|π|Z̃D6

ā [π]Λā,π(x). (7.15)

Theorem 7.4. The D6 qq-characters Tā(x) (a ∈ 4) commutes with the screening charge
Qa(x):

[Tā(x),Qa(x′)] = 0. (7.16)

Proof. Let us focus on T4̄(x) and see how the commutativity appears. Using the formulas in
Thm. (C.12) and the property in (4.66), we have

[W4̄(x), S4(x′)] = q4xδ
(
q4x/x

′) : W4̄(x)S4(q4x) :

[: W4̄(x)A−1(x) :, S4(x′)] = xδ
(
x′/x

) ∏3
i=1(1− qi)∏

1≤i<j≤3(1− qiqj)
: W123(x)S4(q4x) : + · · · ,

(7.17)

where for the second term, we only extracted the pole coming from x′ = x. Thus, for the
pole coming from W4̄(x) to disappear up to a total difference, we need the combination

W4̄(x)− q4
∏

1≤i<j≤3(1− qiqj)∏3
i=1(1− qi)

: W4̄(x)A−1(x) : (7.18)

30The explicit form of the right-hand side is related to the shell formula of the plane partition [137]. In this
paper, the information of the denominator is not necessary so we will not write the explicit form.
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where the coefficient is Z̃D6
4̄ [ ] (see appendix (B.20)). Generally, using

Λā,π(x)S4(x′) = −q4x
[
W4

π,x(q−1
4 x′)−1

]x′

−
: Λā,π(x)S4(x′) :,

S4(x′)Λā,π(x) = −q4x
[
W4

π,x(q−1
4 x′)−1

]x′

+
: Λā,π(x)S4(x′) :

(7.19)

and the property in (3.123), we obtain

[T4̄(x),S4(x′)]

= q4x
∑

π∈PP
Z̃D6

4̄ [π]

 ∑
∈A(π)

Res
x′=q4χ4,x

( )
x′

−1
W4

π,x(q−1
4 x′)−1δ

(
x′

q4χ4,x( )

)
: Λ4̄,π(x)S4(q4χ4,x( )) :

+
∑
∈R(π)

Res
x′=χ4,x

( )
x′

−1
W4

π,x(q−1
4 x′)−1δ

(
x′

χ4,x( )

)
: Λ4̄,π(x)S4(χ4,x( )) :

 .
(7.20)

Shifting the second term as π′ = π − , the second term will be rewritten as

∑
π′∈PP

Z̃D6
4̄ [π′+ ]

∑
∈A(π′)

Res
x′=χ4,x

( )
x′

−1
W4

π′+ ,x(q−1
4 x′)−1δ

(
x′

χ4,x( )

)
: Λ4̄,π′+ (x)S4(χ4,x( )) : .

(7.21)
Using Thm. B.1, we have

: Λ4̄,π′+ (x)S4(χ4,x( )) : = : Λ4̄,π′(x)S4(q4χ4̄,x( )) :,

Z̃D6
4̄ [π + ]
Z̃D6
4̄ [π]

= −
Res

x′=q4χ4,x
( )

x′−1
W4

π,x(q−1
4 x′)−1

Res
x′=χ4,x

( )
x′−1W4

π+ ,x(q−1
4 x′)−1

(7.22)

and then we obtain

[T123(x),S4(x′)]

= q4x
∑

π∈PP
Z̃D6
4̄ [π]

∑
∈A(π)

Res
x′=q4χ4,x

( )
x′

−1
W4

π,x(q−1
4 x′)−1 :W4̄(x)

∏
∈π

A−1(χ4,x( ))S4(q4χ4,x( ))

×
(
δ

(
x′

χ4,x( )

)
−δ
(

x′

q4χ4,x( )

))
(7.23)

which gives the claim.

The Thm. 5.2, 6.3, 7.4 are summarized in the following theorem.

Theorem 7.5. Let T be the tetrahedron corresponding to the C4 geometry (see figure 6).
We denote the set of vertices, edges, and faces of T as v = {a | a ∈ 4}, e = {A | A ∈ 6},
f = {ā | a ∈ 4} respectively. We also introduce the union of them as S = v ∪ e ∪ f. For each
element of i ∈ S, we can associate a qq-character. If i ∈ v, we associate the D2 qq-character
(screening charge), if i ∈ e, we associate the D4 qq-character, if i ∈ f, we associate the D6

– 100 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

qq-character. The qq-character associated with the elements i, j ∈ T commute with each
other up to trivial zero modes (see (6.55)) when i and j do not intersect in T:

Ti(x)Tj(x′)− fij(x, x′)Tj(x′)Ti(x) = 0 ⇐⇒ i ∩ j = ∅, (7.24)

where fij(x, x′) are zero modes.

Remark 7.6. Note that the D6 qq-characters Tā(x) (a ∈ 4) are the operator version of the D6
qq-characters introduced in (3.231):

Tā(x) ←→ T̂a(x), T̂a∨(x), a ∈ 4. (7.25)

The highest weight and the root current have the following correspondence:

Wā(x) ←→ Ûa(qax)−1, Ûa∨(qax)−1, a ∈ 4

A(x)−1 ←→ Â(x)−1, Â∨(x)−1.
(7.26)

Remark 7.7. Choosing the screening charge Q4(x), Thm. 7.5 claims that the kernel of Q4(x)
is generated by Q1,2,3(x),T12,23,13(x),T123(x). We expect that this will give a larger algebra
compared with the affine quiver W-algebra given by the kernel of two screening charges. We
leave a detailed analysis of this for future work.
Remark 7.8. We have shown here that the D6 qq-character Tā(x) is uniquely determined
by the commutativity with the screening charge Qa(x) and that the coefficient factor is the
U(1) partition function of the 7d theory on C3

ā × S1. Compared with the magnificent four
system where we need to take care of the sign problem [15, 16, 80], our discussion here gives
an algebraic proof showing that there will be no sign problem for the 7d case. This is indeed
compatible with a mathematical proof given in [53].

7.2 Tetrahedron instantons and D6 qq-characters

The expanded version of the tetrahedron instanton partition function can be expressed using
the D6 qq-characters.

Lemma 7.9. The operator product of {Λā,π(x)}a∈4 is

Λb̄,π(2)(x2)Λā,π(1)(x1)=ZD6-D6
1-loop (x1, ā |x2, b̄)ZD6-D6

ā | b̄ (x1,π(1) |x2,π(2)) : Λā,π(1)(x1)Λb̄,π(2)(x2) : .
(7.27)

When a = b, it gives the vector multiplet contributions, while when a ̸= b, it gives the
bifundamental contribution connecting gauge theories defined on different C3 subspaces.
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Theorem 7.10. The gauge origami partition function of the tetrahedron instanton is written
using the D6 qq-characters:

ZD6
1-loopZD6

inst. =
∑

π⃗

q|π⃗|ZD6
1-loopZD6

tet.inst.[v⃗, π⃗] = ⟨0|
∏
a∈4

nā∏
α=1

Tā(vā,α) |0⟩ . (7.28)

Explicitly, we have the following table of BPS/CFT correspondence.

BPS CFT
7d U(1) theory on C3

abc × S1 (D6abc × 1) ⟨0|Tabc(v) |0⟩
7d U(nab) theory on C3

abc × S1 (D6abc × nabc) ⟨0|Tabc(vnabc
) · · ·Tabc(v2)Tabc(v1) |0⟩

generalized folded instantons: D6123-D6234-D0 ⟨0|T123(v)T234(v′) |0⟩

gauge origami of tetrahedron instantons ⟨0| ∏
a∈4

nā∏
α=1

Tā(vā,α) |0⟩

(7.29)

7.3 Fusion of D4 qq-characters to D6 qq-characters

Let us see that the D6 qq-characters are obtained by fusion of the D4 qq-characters. By
studying the zeros and pole structure, one can show the following lemma.

Lemma 7.11. Given two Young diagrams λ(1), λ(2), the contraction of the operators ΛA,λ(x)
are given in Lemma 6.5 as

ΛA,λ(2)(x2)ΛA,λ(1)(x1)=ZD4-D4
1-loop (x1,A |x2,A)ZD4-D4

A|A (x1,λ
(1) |x2,λ

(2)) : ΛA,λ(2)(x2)ΛA,λ(1)(x1) : .
(7.30)

When the Young diagrams obey λ(2) ≻ λ(1) with the parameters as x2 = qax1 (a ∈ Ā), we
have

ZD4-D4
A|A (x1, λ(1) | qax1, λ

(2)) = 0, a ∈ Ā (7.31)

which gives
ΛA,λ(2)(x2)ΛA,λ(1)(x1) = 0. (7.32)

Using the above lemma, finite products of the D4 qq-characters are given as

TA(qN−1
a x) · · ·TA(qax)TA(x) =

∑
λ(N)⪯···λ(2)⪯λ(1)

q
∑N

i=1 |λ(i)|Z̃D4
A [λ(1)] · · · Z̃D4

A [λ(N)]

× ΛA,λ(N)(qN−1
a x) · · ·ΛA,λ(2)(qax)ΛA,λ(1)(x)

(7.33)

for ∀a ∈ Ā. Using the operator product and extracting the one-loop perturbative factor,
we define the renormalized N -fusion D4 qq-character as

T(N)
A;a (x) =∑

λ(N)⪯···⪯λ(1)

q
∑N

i=1 |λ(i)|
N∏

i=1
Z̃D4

A [λ(i)]
∏
i<j

ZD4-D4
A|A (qi−1

a x, λ(i) | qj−1
a x, λ(j)) :

N∏
i=1

ΛA,λ(i)(qi−1
a x) :

(7.34)
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Note that this is the rank N qq-character in (6.32) with spectral parameters tuned as
x̄ = (xi)N

i=1 and xi = qi−1
a x for a ∈ Ā. Taking the limit N → ∞ and considering infinite

products of the qq-characters, we can see that they are related to the D6 qq-character.

Theorem 7.12. Taking the limit N → ∞ of the renormalized N -fusion D4 qq-characters
T(N)

ab;c(x) give the D6 qq-character Tabc(x):

T(N)
ab;c(x)

N→∞−−−−→ Tabc(x). (7.35)

Equivalently, we have
←−∞∏
i=1

Tab(xqi−1
c ) ≃ Tabc(x) (7.36)

where the symbol “≃” means the equality is true up to one-loop perturbative factors.

Proof. Let us focus on the case T(N)
12;3(x) and T123(x). Since the infinite products diverge,

we need to regularize it properly (see for example [138]). Moreover, we need to take the
inductive limit so that at large N , T(N)

12;3(x) = T(N+1)
12;3 (x) and we denote this T(∞)

12;3(x). We
only give a sketch of the proof so see [138] for details. The operator T(∞)

12;3(x) is expanded as

T(∞)
12;3(x)=

∑
∅⪯···⪯λ(2)⪯λ(1)

q
∑∞

i=1 |λ
(i)|

∞∏
i=1
Z̃D4
12 [λ(i)]

∏
i<j

ZD4-D4
12|12 (xi,λ

(i) |xj ,λ
(j)) :

∞∏
i=1

Λ12,λ(i)(qi−1
3 x) :

(7.37)
where xi = qi−1

3 x. Since the right-hand side is expanded in all possible Young diagrams {λ(i)}
obeying the condition λ(i) ⪰ λ(i+1), the right-hand side is expanded in all possible plane
partitions (see the (1, 2) description in section 2): π = (λ(1), λ(2), . . . , ∅, ∅, . . .). Let us show
that the coefficients and the operator part indeed can be written using the plane partition.
The infinite product of the U(1) part is given by

∞∏
i=1
Z̃D4
12 [λ(i)] =

∞∏
i=1

∏
∈λ(i)

S34

(
xi

χ12,xi( )

) ∏
∈λ(i)

∈λ(i)

g4̄

(
χ12,xi( )
χ12,xi( )

)−1

. (7.38)

We can rewrite the vector multiplet part as∏
i<j

ZD4-D4
12|12 (xi, λ

(i) |xj , λ
(j)) =

∏
i<j

∏
∈λ(i)

S34

(
xj

χ12,xi( )

) ∏
∈λ(j)

S34

(
xi

χ12,xj ( )

) ∏
∈λ(i)

∈λ(j)

AC4

(
χ12,xi( )
χ12,xj ( )

)−1

.
(7.39)

Using ∏
1≤i<j≤N

∏
∈λ(i)

∈λ(j)

AC4

(
χ12,xi( )
χ12,xj ( )

)−1

=
∏
i ̸=j

∏
∈λ(i)

∈λ(j)

g4̄

(
χ12,xi( )
χ12,xj ( )

)−1

(7.40)
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and

∏
1≤i<j≤∞

∏
∈λ(i)

S34

(
xj

χ12,xi( )

) ∏
∈λ(j)

S34

(
xi

χ12,xj ( )

)

=
∞∏

i=1

∏
∈λ(i)

S34

(
xi

χ12,xi( )

)−1 ∞∏
i=1

∏
∈λ(i)

(1− q4x/χ12,xi( ))
(1− x/χ12,xi( )) ,

(7.41)

the coefficient part will be

∞∏
i=1
Z̃D4
12 [λ(i)]

∏
i<j

ZD4-D4
12|12 (xi,λ

(i) |xj ,λ
(j))=

∏
∈π

(1−q4x/χ4̄,x( ))
(1−x/χ4̄,x( ))

∏
∈π
∈π

g4̄

(
χ4̄,x( )
χ4̄,x( )

)−1

= Z̃D6
4̄ [π].

(7.42)
The operator part is obtained from

:
∞∏

i=1
Λ12,λ(i)(qi−1

3 x) : = :
∞∏

i=1
X12(qi−1

3 x)
∞∏

i=1

∏
∈λ(i)

A(χ12,xi( ))−1 : = : W4̄(x)
∏
∈π

A(χ4̄,x( ))−1 :

(7.43)
where we used

:
∞∏

i=1
X12(qi−1

3 x) : = :
∞∏

i=1

W4̄(qi−1
3 x)

W4̄(qi
3x)

: = W4̄(x). (7.44)

We then get the identity T(∞)
12;3(x) = T123(x).

Remark 7.13. The fusion procedure can be visualized as the case of the fusion of D2 to D4.
Using the correspondence in (6.4) (see also section 2), we have

a b

c

Λabc,π(x)

←→

a b

c

Λab,λ(1)(x)

Λab,λ(2)(qcx)

Λab,λ(3)(q2cx)

...
(7.45)

7.4 Description in lower dimensional qq-characters

The previous theorem already implies that the gauge origami partition function of tetrahedron
instantons can be reproduced algebraically using infinite products of lower dimensional qq-
characters. Let us explicitly see this procedure.

(1, 2)-type description and D4 qq-characters. Using the decomposition of the character
in (3.181), the gauge origami partition function can be rewritten using the vertex operators
ΛA,λ(x) as follows.
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Lemma 7.14. We have the following identity up to one-loop perturbative factors:

ZD6
1-loopZD6

tet.inst.[v⃗, π⃗] ≃ ⟨0|
∏

(abc)∈4∨

nabc∏
α=1

∞∏
k=1
Z̃D4

ab [λ(k)abc,α]Λab,λ
(k)
abc,α

(xqk−1
c ) |0⟩ , (7.46)

where the plane partitions on the right-hand side are rewritten in the (1, 2)-type description
as Young diagrams on the left-hand side.

Using the property (7.32), we also have the following theorem.

Theorem 7.15. The gauge origami partition function of the tetrahedron instanton system is
written using infinite products of D4 qq-characters.

ZD6
1-loopZD6

inst. =
∑

π⃗

q|π⃗|ZD6
1-loopZD6

tet.inst.[v⃗, π⃗] ≃ ⟨0|
∏

(abc)∈4∨

nabc∏
α=1

←−∞∏
i=1

Tab(vαq
i−1
c ) |0⟩ (7.47)

Description in screening currents. We can also represent the partition function of
the tetrahedron instanton system using the screening currents. Using the character form
in (3.179), we omit the singular terms that might occur and extract the square root part
of the total index by specifying an order in the elements as

V =
∑

a,b∈4

P4

P∨
k(a)Pk(b)

X∨
ā Xb̄ −→ v =

∑
(x,a)<(x′,b)
x∈Xā,x′∈Xb̄

P4

P∨
k(a)Pk(b)

(
x′

x

)
. (7.48)

Using the contraction formulas of the screening currents in (4.41), the gauge origami partition
function of the tetrahedron instantons is rewritten using the screening currents.

Theorem 7.16. We have the following identity up to one-loop perturbative factors:

I[v] = ⟨0|
∏
a∈4

x∈Xā

Sk(a)(x) |0⟩ ≃ ZD6
1-loopZD6

tet.inst.[v⃗, π⃗]. (7.49)

Note that we are implicitly defining an order in the products of the screening currents as

· · · Sk(b)(x′) · · · Sk(a)(x) · · · ⇐⇒ (x, a) < (x′, b). (7.50)

7.5 General D6 qq-characters

We can consider higher rank analogs of them similar to the D4 qq-character

T(n)
ā (x) = : Wā(x1) · · ·Wā(xn) : + · · · . (7.51)

This time the coefficients appearing in the expansion of the right-hand side correspond to
the partition function of the U(n) gauge theory on the D6-brane on C3

ā × S1.
Analogous to the D4 case, one would like to add negative weights as the highest weights.

General D6 qq-characters including negative weights are written as

T(n|m)
ā (x | y) = : Wā(x1) · · ·W4̄(xn)

Wā(y1) · · ·Wā(ym) : + · · · . (7.52)

The explicit coefficients are then obtained by imposing the commutativity with the screening
charge Qa(x′).
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Similar to the D4 case, one might think we need to introduce the negative iWeyl reflection
introduced to reproduce the supergroup analog of D4 qq-characters. However, noticing that

Wā(x)−1Sa(x′) = x′
−1(1− q−1

a x′/x) : Wā(x)−1Sa(x′) : (7.53)

gives no new poles, Wa(x)−1 and Sa(x′) commute with each other. Thus, compared to the
D4 case where we need to introduce negative iWeyl reflections to cancel the poles arising
from the operators in the denominators, for the D6 case, we do not need to do such kind
of procedure. The right-hand side of (7.52) is expanded by the plane partitions generated
by Wā(xi) (i = 1, . . . , n) and no plane partitions generated by Wā(yj)−1 (j = 1, . . . ,m). We
expect the coefficients appearing on the right-hand side give the instanton partition function
of the 7d U(n|m) theory on C3

ā × S1. We leave a detailed analysis of this for future work.
For later use, let us consider the case when there is only one positive and one nega-

tive weight:

T(1|1)
ā (x |Kx) = : Wā(x)

Wā(Kx)
: + · · · (7.54)

where K is a generic parameter. The contraction W4̄(Kx)−1 with the screening current
S4(x′) will give a pole free rational function but when K is generic, no poles will be canceled
and the coefficients are only modified:

Sa(x′)ΛK
ā,π(x) = K−1

[(
1− Kqax

x′

)
Wā

π,x(q−1
a x′)−1

]
+
: Sa(x′)ΛK

ā,π(x) :,

Wā
π,x(x′)→

1
(1−Kx/x′)W

ā
π,x(x′) := Wā,K

π,x (x′), Z̃D6
ā [π]→

∏
∈π

1−Kx/χā,x( )
1−Kqax/χā,x( ) Z̃

D6
ā [π],

(7.55)

where
ΛK

ā,π(x) = : Wā(x)
Wā(Kx)

∏
∈π

A−1(χā,x( )) :. (7.56)

Thus, we will obtain

T(1|1)
4̄ (x |Kx) =

∑
π∈PP

Z̃D6
ā [K,π]ΛK

ā,π(x),

Z̃D6
ā [K,π] =

∏
∈π

(1−Kx/χā,x( )) (1− qax/χā,x( ))
(1−Kqax/χā,x( )) (1− x/χā,x( ))

∏
∈π
∈π

gā

(
χā,x( )
χā,x, ( )

)−1

.
(7.57)

Note that after rescaling A(x)→ q−1A(x) we can change the topological term to q|π|. For later
use, let us list some properties of these operators. The operator products of {ΛK

ā,π(x)} are

ΛK2
b̄,π(2)(x2)ΛK1

ā,π(1)(x1) = ZD6-D6
1-loop (x1, ā,K1 |x2, b̄, K2)ZD6-D6

ā;K1|b̄;K2
(x1, π(1) |x2, π(2))

× : ΛK2
b̄,π(2)(x2)ΛK1

ā,π(1)(x1) :
(7.58)

where

ZD6-D6
1-loop (x1, ā,K1 |x2, b̄, K2) =

ZD6-D6
1-loop (x1, ā |x2, b̄)ZD6-D6

1-loop (K1x1, ā |K2x2, b̄)
ZD6-D6

1-loop (K1x1, ā |x2, b̄)ZD6-D6
1-loop (x1, ā |K2x2, b̄)

, (7.59a)
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ZD6-D6
ā;K1|b̄;K2

(x1, π(1) |x2, π(2)) = ZD6-D6
ā|b̄ (x1, π(1) |x2, π(2)) (7.59b)

×
∏
∈π(1)

(
q−1

b Vb

(
χā,x1( )
qbK2x2

)) ∏
∈π(2)

Va

(
K1x1
χb̄,x2

( )

)−1

.

Pit reduction of D6 qq-characters. When the parameter K is generic, the coefficients
are modified slightly without changing the structure of the qq-character. However, when we
tune K to specific values, the zeros appearing will cancel the poles, the iWeyl reflection will
be restricted, and the right-hand side will not be expanded with arbitrary plane partitions but
only by specified plane partitions. This can be understood also from the extra factors in the
coefficients. When K is tuned, the coefficient ZD6

ā [K,π] will be zero for some plane partition
configurations and such terms will disappear from the qq-character. This procedure is well
known in the literature of MacMahon representations and is called the pit reduction [137, 139].
A plane partition with a pit P is a plane partition that does not contain a box at the position P.

Let us focus on the case when a = 4. For example, when we tune the parameter K
as K = q3x, we have

: W4̄(x)
W4̄(q3x)

: = X12(x) (7.60)

and the D6 qq-character will reduce to the D4 qq-character. This process is just placing a
pit in q3x and reducing the plane partition in (123) and restricting it to a Young diagram
in the (12)-plane:

1 2

3

=⇒

1 2

3

(7.61)

Physically, this is interpreted as the Higgs mechanism and also the tachyon condensation
as discussed in section 4.2.

When K = χ4̄,x( P )/x = qL−1
1 qM−1

2 qN−1
3 , we will get a pit reduction of the plane

partition:

T P

4̄ (x) = : W4̄(x)
W4̄(χ4̄,x( P )) : + · · · =

∑
π:plane partitions
with a pit at P

· · · (7.62)

The highest weight has the following structure

: W4̄(x)
W4̄(qL−1

1 qM−1
2 qN−1

3 x)
: = :

L∏
i=1

W4̄(qi−1
1 qM−1

2 qN−1
3 x)

W4̄(qi
1q

M−1
2 qN−1

3 x)

M∏
j=1

W4̄(q
j−1
2 qN−1

3 x)
W4̄(q

j
2q

N−1
3 x)

N∏
k=1

W4̄(xqk−1
3 )

W4̄(xqk
3 )

:

= :
L∏

i=1
X23(qi−1

1 qM−1
2 qN−1

3 x)
M∏

j=1
X13(qj−1

2 qN−1
3 x)

N∏
k=1

X12(xqk−1
3 ) :

(7.63)
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which implies the pit reduction of the plane partition is related to the general D4 qq-characters
T(n⃗|⃗0)
12:23:13(x⃗) in Thm. 6.14 after specializing the parameters as

n23 =L, n13 =M, n12 =N, x⃗12 =(xqk−1
3 )N

k=1, x⃗13 =(qj−1
2 qN−1

3 x)M
j=1, x⃗12 =(qi−1

1 qM−1
2 qN−1

3 x)L
i=1.

(7.64)
This fact is nothing special from the plane partition viewpoint. This is because we can pile L
Young diagrams spanning the (23)-plane, M Young diagrams spanning the (13)-plane, and
N Young diagrams spanning the (12)-plane on top of each other to obtain all possible plane
partitions with a pit at (L,M,N). Note also that this decomposition in Young diagrams
is not unique and so we have multiple descriptions in the D4 qq-characters. Physically,
the system corresponding to the D6 qq-character with a pit-reduced plane partition is just
the gauge origami system with folded instantons where the Coulomb branch parameters
are tuned in a specific way.

Generally, we may add another pit to the plane partition and this is called the double-
constrained plane partition which was introduced in [140] (see also the references there) to
discuss minimal models of W-algebras. Let (L1,M1, N1) and (L2,M2, N2) be the coordinates
of the two pits. The parameter K needs to obey the conditions of the two pits

K = qL1−1
1 qM1−1

2 qN1−1
3 = qL2−1

1 qM2−1
2 qN2−1

3 . (7.65)

Imposing this condition causes the q-parameters to be not generic anymore. The physical
meaning of these types of qq-characters and their relation with minimal models are still unclear
for the moment. We note that the condition above is just the Burge condition [141, 142],
and thus the BPS/CFT correspondence arising should be an analog of the AGT dual of
minimal models of W-algebras. See also [143] where some examples of these truncations
were studied from the qq-character viewpoint.

Plane partitions with boundary conditions. The qq-characters are uniquely determined
from the highest weight after imposing the commutativity with the screening charges. We
further can construct a qq-character where each term corresponds to plane partitions with
asymptotic Young diagrams λ, µ, ν in the three axes:

3

21 λ µ

ν

3

21 λ µ

ν

(7.66)
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The left figure is the vacuum configuration of the plane partition with boundary conditions
and the right figure is the configuration with boxes added to the vacuum configuration. The
highest weight reproducing this configuration is

: Wā(x)
∏

∈Pλ,µ,ν

A−1(χā,x( )) :, (7.67)

where Pλ,µ,ν is the set of boxes in the vacuum configuration. We denote the qq-character
obtained from this highest weight as

Tā,λµν(x) = : Wā(x)
∏

∈Pλ,µ,ν

A−1(χā,x( )) : + · · · . (7.68)

As an example, let us focus on a = 4 and consider the case where the boundary conditions
are (λ, µ, ν) = ( , ∅, ∅). The highest weight is

: W4̄(x)
∞∏

i=1
A−1(xqi−1

1 ) : = : W4̄(x)
∞∏

i=1

S1(qi
1x)

S1(qi−1
1 x)

: = : W4̄(x)
S1(x)

:. (7.69)

The contraction is

: W4̄(x)
S1(x)

: S4(q4x′) = x′
(1− q1q4x′/x)

(1− q−1
3 x′/x)(1− q−1

2 x′/x)
: W4̄(x)

S1(x)
S4(q4x′) : (7.70)

which gives poles at x′ = q2x, q3x. One can show that the terms that cancel the poles
coming from these terms are

: W4̄(x)A−1(q2x)S1(x)−1 :, : W4̄(x)A−1(q3x)S1(x)−1 : (7.71)

which correspond to the following plane partitions:

1

2

3

1

2

3

(7.72)

By doing this procedure recursively, one will see that each term of the expansion of the
qq-character indeed corresponds with the elements in P ,∅,∅.

Web of qq-characters. We may represent the qq-character Tā,λµν using a trivalent ver-
tex as

λ

µ

ν

(7.73)
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where the three legs correspond to the three axes of the plane partitions with boundary
conditions λ, µ, ν. This reminds us of the topological vertex [117–119, 144–146]. In the context
of the topological vertex and the plane partition, one can glue the legs with the same boundary
conditions. We expect that we can do the same gluing procedure for the D6 qq-characters
and obtain qq-characters associated with complicated webs of the trivalent vertices such as

, (7.74)

Note that the trivalent vertex in (7.73) and the left and right diagrams in (7.74) are the
brane webs dual to the toric diagrams of the C3, C2/Z4 × C and the resolved conifold,
respectively. Since the qq-character associated with the trivalent vertex captures the partition
function of the D-branes on the C3 subspace of C4, we expect that the glued qq-characters
will capture the partition functions of D-branes on general toric CY3 manifolds included
in the CY3 × C geometry. Such kind of generalizations are left for future work. We may
also add boundary Young diagrams to each of the edges generally. They are expected to
be qq-characters obtained after gluing Tā,λµν(x).

We can combine the two kinds of qq-characters T P

ā (x),Tā,λµν(x) and construct qq-
characters where plane partitions with boundary conditions and a pit occur. The qq-character
is uniquely determined from the highest weight as

TL,M,N
abc,λµν(x) = : Wabc(x)

Wabc(qL−1
a qM−1

b qN−1
c x)

∏
∈Pλ,µ,ν

A−1(χabc,x( )) : + · · · . (7.75)

We represent this qq-character using a trivalent vertex as

L

N

M

λ

µ

ν

(7.76)

and gluing of these qq-characters should lead to a larger class of qq-characters. We call this
large class of qq-characters, the web of qq-characters.31 For the moment, we do not know
how to glue these qq-characters explicitly and we leave it for future work.

31There is a similar concept called web of W-algebras [28] where the authors associated brane webs including
integers inserted in the faces surrounded by the legs with W-algebras (7.76). Each trivalent vertex corresponds
to the corner VOA [27] and the glued algebra gives the web of W-algebras. See also [147] where examples for
the gluing process were explicitly done in the trigonometric language.
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BPS qq-characters. Another way to construct qq-characters associated with the CY4
with the form CY3×C is to use the vertex operators introduced in (4.108) (see the notations
there). We can define the screening charge corresponding to the C-part as

Qi(x) =
∑
k∈Z

Si(qk
4x), i ∈ Q0. (7.77)

We then can introduce D6 qq-characters associated with the CY3 part as

Ti(x) = Wi(x) + · · · (7.78)

satisfying
[Ti(x),Qj(x′)] = 0, ∀i, j ∈ Q0. (7.79)

An interesting property is that the monomial terms of this qq-character are classified by the
3d BPS crystals [57, 126]. We present this property as a conjecture which will be clarified
in a future publication. Details will be explained in [74].

Conjecture 7.17 ([74]). Let Z be a toric CY4 which takes the form as Z = X ×C where X
is a toric CY3. The corresponding quiver of X is Q = (Q0, Q1) with q-deformation parameters
{qI}I∈Q1 . Given this quiver, we can construct a three-dimensional crystal called BPS crystals
(see [57, 126] for details). The BPS crystals are sets of colored atoms where the colors are
labeled by Q0. Namely, given a 3d BPS crystal Λ, we have a color projection map c : Λ→ Q0.
The BPS crystal has an atom in the origin which we denote o. Each atom of the BPS
crystal is associated with a coordinate function32 χX,x( ):

χX,x( ) = x×
∏

I∈path[o→ ]
qI . (7.80)

Given two atoms with color i and j, the difference of the coordinates comes from the parameter
qI:i→j which is associated with the arrow connecting the two atoms.

Under this condition, the qq-characters are given

Ti(x) =
∑
Λ(i)

q
|Λ(i)|
i ZD6

i [Λ(i)] : Wi(x)
∏
∈Λ(i)

A−1
c( )(χX,x( )) :,

TK
i (x) =

∑
Λ(i)

q
|Λ(i)|
i ZD6

i [K,Λ(i)] : Wi(x)
Wi(Kx)

∏
∈Λ(i)

A−1
c( )(χX,x( )) : .

(7.81)

where Λ(i) is the crystal whose atom at the origin is with color i ∈ Q0. The coefficients
ZD6

i [Λ(i)],ZD6
i [K,Λ(i)] are determined from the commutativity with the screening charges:

[Ti(x),Qj(x′)] = 0, [TK
i (x),Qj(x′)] = 0 (7.82)

Similar to the C4-case, we can introduce pit reductions by adding extra Wi(x) at the
denominators or tuning the parameter K. The monomial terms will then be classified by the
subcrystals of the 3d BPS crystals. Such types of subcrystal were studied in [128, 129]. Since
the qq-characters obtained in this way have a strong relationship with BPS crystals, we call
them BPS qq-characters. Later in section 9.5, we will see that such BPS qq-characters have
a relation with the quiver quantum toroidal algebras/toroidal quiver BPS algebras [33, 34].

32This coordinate function is a one-parameter deformation of the coordinate function of [33, 34]. We will
discuss the derivation of this in [74]. For this paper, we only note that after taking the limit q4 → 1, this
coordinate function will become the coordinate functions defined in [33, 34].
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8 Towards D8-brane qq-characters

We use the fusion process of the D6 qq-characters to define the D8 qq-characters in section 8.1.
We then study the contractions of the D8 qq-characters and show that they reproduce the
instanton partition function of the magnificent four system up to sign factors in section 8.2.

8.1 Fusion of D6 qq-characters to D8 qq-characters

After constructing D2,D4,D6 qq-characters, we would like to obtain D8 qq-characters that
reproduce the magnificent four partition function in (3.102). In the lower-dimensional
cases, thanks to Thm. 7.5, we can define the qq-characters by choosing the highest weight
and imposing the commutativity with the screening charges. The highest weight and the
corresponding screening charges were chosen so that the associated subspaces do not intersect
in the C4 geometry. However, for the D8 operators Z(x), Z̃K(x), the only operator that makes
the operator products become rational functions is the root current A(x). In this sense, it is
natural to construct a screening charge related to the D0 operator. For the moment, we do
not know how to construct such kind of screening currents. Instead, we will use the fusion
process discussed in Thm. 6.9, 7.12 to define the D8 qq-characters. Since we are interested in
studying the relation between the magnificent four system, where D8 and anti D8-branes
appear, we use Z̃K(x) as the highest weight.

Definition 8.1. We define the D8 qq-characters as

TK
4;a(x) =

∑
ρ∈SP

ZD8
4;a[ρ,K]ΛK

4,ρ(x), a ∈ 4, (8.1)

where
ΛK

4,ρ(x) = : Z̃K(x)
∏
∈ρ

A−1(χ4,x( )) : (8.2)

Rescaling the root current as A(x)→ q−1A(x), we can modify the topological terms as

TK
4;a(x) =

∑
ρ∈SP

q|ρ|ZD8
4;a[ρ,K] : Z̃K(x)

∏
∈ρ

A−1(χ4,x( )) :, a ∈ 4. (8.3)

Let us show that this is obtained by taking the infinite products of the D6 qq-characters.
Using Lem. 7.9, one can obtain the following property which is a D8 analog of Lem. 7.11.

Lemma 8.2. For a ∈ 4, we have

Λā,π(2)(x2)Λā,π(1)(x1) = 0 (8.4)

when x2 = qax1 and π(2) ≻ π(1).

Proof. Let us focus on the case a = 4. It is enough to study the zeros of ZD6-D6
4̄|4̄ (x1, π

(1) |x2, π
(2)).

Using the formulas in (3.117), (3.123), we have33

ZD6-D6
4̄|4̄ (x1,π(1) |x2,π(2))

∝
∏
∈π(1)

(
1−q−1

4 χ4̄,x1( )/x2
)(

1−χ4̄,x1( )/x2
) ∏

∈π(2)

∏
∈A(π(1))

(1−q4χ4,x1
( )/χ4,x2

( ))
∏

∈R(π(1))
(1−χ4,x1

( )/χ4,x2
( ))∏

∈A(π(1))
(1−χ4,x1

( )/χ4,x2
( ))

∏
∈R(π(1))

(1−q−1
4 χ4,x1

( )/χ4,x2
( ))

.

(8.5)
33Strictly speaking, we need the information of the denominators of Wā

π,v(x) in (3.123), which is omitted here.
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When π(2) ≻ π(1), there is a cube ′ = (i, j, k) that is addable to π(1) that is included in π(2):

∃ ′ = (i, j, k) ∈ A(π(1)), ′ ∈ π(2). (8.6)

When x2 = q4x1, the term (1− q4χ4,x1
( ′)/χ4,x2

( ′)) = (1− q4x1/x2) then gives the zero.
Thus, we obtain the claim.

The above discussion is also true for ΛK
ā,π(x), where K is generic.

Lemma 8.3. For a ∈ 4, after using (7.58) and (7.59), we have

ΛK2
ā,π(2)(x2)ΛK1

ā,π(1)(x1) = 0, (8.7)

when x2 = qax1 and π(2) ≻ π(a) and K1,2 are generic.

The finite products of the D6 qq-characters TK
ā (x) := T(1|1)

ā (x|Kx) are then expanded as

TK
ā (xN ) . . .TK

ā (x1) =
∑

π(N)⪯···⪯π(1)

q
∑N

i=1 |π(i)|
N∏

i=1
Z̃D6

ā [K,π(i)]ΛK
ā,π(N)(xN ) · · ·ΛK

ā,π(1)(x1),

(8.8)
where xi = qi−1

a x (i = 1, . . . , N). Using the operator product and extracting the one-loop
perturbative part, we define the normalized N -fusion D6 qq-character as

TK (N)
ā (x) :=

∑
π(N)⪯···⪯π(1)

q
∑N

i=1
|π(i)|

N∏
i=1
Z̃D6

ā [K,π(i)]
∏
i<j

ZD6-D6
ā;K | ā;K(xi,π

(i) |xj ,π
(j)) :

N∏
i=1

ΛK
ā,π(i)(xi) : .

(8.9)
Taking the limit N → ∞ and considering the infinite products, we can obtain the D8
qq-character defined in (8.1), (8.3).

Theorem 8.4. The normalized N -fusion D6 qq-characters TK(N)
ā (x) (a ∈ 4) give the qq-

characters TK
4;a(x):

TK(N)
ā (x) N→∞−−−−→ TK

4;a(x). (8.10)

Equivalently, we have ←−∞∏
i=1

TK
ā (qi−1

a x) ≃ TK
4;a(x), (8.11)

where the symbol ≃ means the equality is up to one-loop perturbative factors.

Proof. Let us focus on the case a = 4. Similar to what we have done in the fusion of D4
qq-characters, we need to regularize properly the infinite products. We only give a sketch of
the proof of how to take the infinite products:

TK (∞)
4̄ (x) :=∑

∅⪯···⪯π(2)⪯π(1)

q
∑∞

i=1 |π(i)|
∞∏

i=1
Z̃D6
4̄ [K,π(i)]

∏
i<j

ZD6-D6
4̄;K | 4̄;K(xi, π

(i) |xj , π
(j)) :

∞∏
i=1

ΛK
4̄,π(i)(xi) : .

(8.12)
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Since the right-hand side is expanded in arbitrary plane partitions where the q-coordinates are
tuned properly, we may understand the right-hand side as a sum of arbitrary solid partitions.
This comes from the (1, 3)-type description of the solid partition: ρ = (π(1), π(2), . . . , ∅, . . .).
The topological term is then rewritten as q

∑∞
i=1 π(i) = q|ρ|. Let us consider the coefficient

parts. The infinite product of the U(1|1) part is given

∞∏
i=1

Z̃D6
4̄ [K,π(i)] =

∞∏
i=1

∏
∈π(i)

(1−Kxi/χ4̄,xi
( ))(1− xi+1/χ4̄,xi

( ))
(1−Kxi+1/χ4̄,xi

( ))(1− xi/χ4̄,xi
( ))

∏
∈π(i)

∈π(i)

g4̄

(
χ4̄,xi

( )
χ4̄,xi

( )

)−1

.

(8.13)
The other part is given by

∏
i<j

ZD6-D6
4̄;K | 4̄;K(xi, π

(i) |xj , π
(j)) =

∏
j>i

∏
∈π(i)

V4
(
xj/χ4̄,xi

( )
)

V4
(
Kxj/χ4̄,xi

( )
) ∏

∈π(j)

V4
(
xi/χ4̄,xj

( )
)

V4
(
Kxi/χ4̄,xj

( )
)

×
∏
j>i

∏
∈π(i)

∈π(j)

AC4

(
χ4̄,xi

( )
χ4̄,xj

( )

)−1

.

(8.14)

Using

∏
j>i

∏
∈π(i)

∈π(j)

AC4

(
χ4̄,xi

( )
χ4̄,xj

( )

)−1

=
∏
i ̸=j

∏
∈π(i)

∈π(j)

g4̄

(
χ4̄,xi

( )
χ4̄,xj

( )

)−1

,

∞∏
i=1

∏
∈π(i)

∞∏
j=i+1

V4
(
xj/χ4̄,xi

( )
)

V4
(
Kxj/χ4̄,xi

( )
) =

∞∏
i=1

∏
∈π(i)

(
1−Kxi+1/χ4̄,xi

( )
)

(
1− xi+1/χ4̄,xi

( )
) ,

∞∏
j=1

∏
∈π(j)

j−1∏
i=1

V4
(
xi/χ4̄,xj

( )
)

V4
(
Kxi/χ4̄,xj

( )
) =

∞∏
j=1

∏
∈π(j)

(
1− xj/χ4̄,xj

( )
) (

1−Kx/χ4̄,xj
( )
)

(1− x/χ4̄,xj
( ))(1−Kxj/χ4̄,xj

( )) ,

(8.15)
we obtain

∞∏
i=1

Z̃D6
4̄ [K,π(i)]

∏
i<j

ZD6-D6
4̄;K | 4̄;K(xi, π

(i) |xj , π
(j))

=
∞∏

i=1

∏
∈π(i)

(
1−Kx/χ4̄,xi

( )
)

(
1− x/χ4̄,xi

( )
) ∏

i,j

∏
∈π(i)

∈π(j)

g4̄

(
χ4̄,xi

( )
χ4̄,xj

( )

)−1

=
∏
∈ρ

(
1−Kx/χ4,x( )

)(
1− x/χ4,x( )

) ∏
, ′∈ρ

g4̄

(
χ4,x( )
χ4,x( ′)

)−1

,

(8.16)

which is exactly ZD8
4;4[ρ;K]. For the operator part, we can also show

:
∞∏

i=1
ΛK
4̄,π(i)(xi) : = : Z̃K(x)

∏
∈ρ

A−1(χ4,x( )) :, (8.17)
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where we used
:

∞∏
i=1

W4̄(qi−1
4 x)

W4̄(Kqi−1
4 x)

: = :
∞∏

i=1

Z̃K(qi−1
4 x)

Z̃K(qi
4x)

: = Z̃K(x). (8.18)

Therefore, we obtain the claim.

Depending on which D6 qq-character Tā(x) we use to take the infinite products, we have
four possibilities of the D8 qq-character. The operator part is invariant under the permutation
of the deformation parameters q1, q2, q3, q4 but the coefficient part ZD8

4;a[ρ,K] is not invariant
under the permutation. For example, for lower levels, we have

ρ= {{{1}}},
ZD8

4;1[ρ,K]
ZD8

4;2[ρ,K]
=
ZD8

4;2[ρ,K]
ZD8

4;3[ρ,K]
=
ZD8

4;3[ρ,K]
ZD8

4;4[ρ,K]
=
ZD8

4;4[ρ,K]
ZD8

4;1[ρ,K]
= 1, (8.19a)

ρ= {{{2}}},
ZD8

4;1[ρ,K]
ZD8

4;2[ρ,K]
=
ZD8

4;2[ρ,K]
ZD8

4;3[ρ,K]
=−
ZD8

4;3[ρ,K]
ZD8

4;4[ρ,K]
=−
ZD8

4;4[ρ,K]
ZD8

4;1[ρ,K]
= 1, (8.19b)

ρ= {{{1,1}}},
ZD8

4;1[ρ,K]
ZD8

4;2[ρ,K]
=−
ZD8

4;2[ρ,K]
ZD8

4;3[ρ,K]
=−
ZD8

4;3[ρ,K]
ZD8

4;4[ρ,K]
=
ZD8

4;4[ρ,K]
ZD8

4;1[ρ,K]
= 1, (8.19c)

ρ= {{{1},{1}}}, −
ZD8

4;1[ρ,K]
ZD8

4;2[ρ,K]
=−
ZD8

4;2[ρ,K]
ZD8

4;3[ρ,K]
=
ZD8

4;3[ρ,K]
ZD8

4;4[ρ,K]
=
ZD8

4;4[ρ,K]
ZD8

4;1[ρ,K]
= 1, (8.19d)

where we described the solid partition as

ρ = {{ρ11, ρ12, . . .}, . . . , {ρi1, ρi2 . . . , ρimi}, . . . , {ρl1, . . . , ρlml
}}, ρij = (ρij1, . . . , ρijnij )

(8.20)
and the q-coordinates of the hypercubes are

vqa−1
1 qb−1

2 qc−1
3 qd−1

4 , 1 ≤ a ≤ l, 1 ≤ b ≤ ma, 1 ≤ c ≤ nab, 1 ≤ d ≤ ρabc. (8.21)

As mentioned in section 3.3, the partition function of the magnificent four has a sign factor
(−1)σa(ρ) depending on the solid partition. In our construction here, this did not appear and
thus the appearing coefficient is equal to the U(1) magnificent four partition function only
up to sign factors. One of the reasons this happened is because we naively took the infinite
products. For the lower-dimensional qq-characters, the infinite products were controlled
so that even after taking the infinite products, it still commutes with at least one of the
screening charges. To obtain the D8 qq-character with the correct sign factors, a different
procedure to derive the D8 qq-character is necessary.

8.2 Higher rank magnificent four and D8 qq-characters

We still can use the D8 qq-characters we constructed in the previous section to derive the
partition functions of the rank N magnificent four34 [16] up to sign factors. The operator
products of ΛK

4,ρ(x) are

ΛK2
4,ρ(2)(x2)ΛK1

4,ρ(1)(x1)=ZD8-D8
1-loop (x1,K1 |x2,K2)ZD8-D8

K1|K2
(x1,ρ

(1) |x2,ρ
(2)) : ΛK2

4,ρ(2)(x2)ΛK1
4,ρ(1)(x1) : .

(8.22)
The rank N magnificent four partition function is then written using the vertex operators
as the following theorem.

34Note that the higher rank version is called the magnificent four with color in the original paper.
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Theorem 8.5. The composition of the D8 qq-characters gives the partition function of higher
rank magnificent four system up to sign factors:

⟨0|T4;aN (xN ) · · ·T4;a1(x1) |0⟩ =
∑

ρ(1),··· ,ρ(N)

q|ρ|
N∏

i=1
ZD8

4;ai
[ρ(i),Ki]

∏
j>i

ZD8-D8
1-loop (xi,Ki |xj ,Kj)

×
∏
j>i

ZD8-D8
Ki|Kj

(xi, ρ
(i) |xj , ρ

(j)).

(8.23)
This is the BPS/CFT correspondence of the magnificent four.

Remark 8.6. One can also use the other (2, 2), (3, 1)-type descriptions and use infinite products
of screening charges or D4 qq-characters to rewrite the partition functions. Note that the
fusion process we used was essentially the (1, 3)-type description.

9 Quantum toroidal algebras and BPS qq-characters

In this section, we review the quantum toroidal gl1 and point out observations regarding
the qq-characters we introduced in the previous sections. We will show that the D2,D4,D6
qq-characters are related with the vertical representations of the quantum toroidal gl1. At
the end, we have the following correspondence:

section qq-characters quantum toroidal gl1
9.2 D2 qq-character vector representation
9.3 D4 qq-character Fock representation
9.4 D6 qq-character MacMahon representation

We then move on to the gauge origami system on toric CY4 Z = X × C where X is a toric
CY3 and show that the BPS qq-characters introduced in Conj. 7.17 are related to the vertical
representations of general quantum toroidal algebras associated with toric CY3, which were
recently introduced in [33, 34].

9.1 Quantum toroidal gl1

The quantum toroidal gl1 is an infinite-dimensional quantum algebra with two independent
deformation parameters [24, 25, 137, 148, 149]. We follow the notations in [150] (see also [151,
section 5.2, 5.3] for a review).

Definition 9.1. Let q1, q2, q3 be the deformation parameters35 with the condition q1q2q3 = 1.
The quantum toroidal gl1, which is denoted E , is generated by three Drinfeld currents

E(z) =
∑
m∈Z

Emz
−m, F (z) =

∑
m∈Z

Fmz
−m, K±(z) = K± exp

(∑
r>0
∓κr

r
H±rz

∓r

)
(9.1)

35In the literature, the deformation parameters of the algebra are denoted q1, q2, q3. We use a different
notation to prevent confusion with the parameters q1, q2, q3, q4 introduced in this paper. As mentioned in
footnote 8, the structure function g(z) is related to the structure function g4̄(z) after taking the limit q4 → 1.
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and central elements
C, K− = (K+)−1. (9.2)

The defining relations are

E(z)E(w) = g(z/w)E(w)E(z), F (z)F (w) = g(z/w)−1F (w)F (z),

K±(z)K±(w) = K±(w)K±(z), K−(z)K+(w) = g(C−1z/w)
g(Cz/w) K+(w)K−(z),

K±(C(1∓1)/2z)E(w) = g(z/w)E(w)K±(C(1∓1)/2z),

K±(C(1±1)/2z)F (w) = g(z/w)−1F (w)K±(C(1±1)/2z),

[E(z), F (w)] = g̃

(
δ

(
Cw

z

)
K+(z)− δ

(
Cz

w

)
K−(w)

)
(9.3)

where

g(z) =
∏3

i=1(1− qiz)∏3
i=1(1− q−1

i z)
, κr =

3∏
i=1

(qr/2
i − q−r/2

i ), (9.4)

and g̃ = 1/κ1.

Additionally, one needs the so-called Serre relations which are cubic relations of E(z), F (z).
We do not need them so we do not write the explicit form (see [150]). The function g(z) is
called the structure function of the quantum toroidal gl1.

The quantum toroidal gl1 has a Hopf algebraic structure. We only list down the
coproduct structure:

∆E(z) = E(z)⊗ 1 +K−(C1z)⊗ E(C1z),
∆F (z) = F (C2z)⊗K+(C2z) + 1⊗ F (z),

∆K+(z) = K+(z)⊗K+(C−1
1 z),

∆K−(z) = K−(C−1
2 z)⊗K−(z),

∆(X) = X ⊗X, X = C,K−,

(9.5)

where C1 = C ⊗ 1 and C2 = 1⊗ C. Using this coproduct, we can construct tensor product
representations.

The representations of the quantum toroidal gl1 are obtained by determining the values
of the central elements C,K−. We have two classes of representations called vertical repre-
sentations and horizontal representations. Vertical representations are representations when
the central element C is trivial: C = 1. We have three types of them

• vector representation [25]: (C,K−) = (1, 1)

• Fock representation [149]: (C,K−) = (1, q1/2
c ) (c = 1, 2, 3)

• MacMahon representation [137]: (C,K−) = (1,K1/2) (K ∈ C×)

Multi-dimensional partitions appear as the bases of the representation spaces of these
representations. For the vector representation, 1d partitions labeled by integers appear. For
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the Fock and MacMahon representations, 2d and 3d partitions appear respectively (see [150]
and [151, section 5.3.1] for the derivations).

On the other hand, horizontal representations are representations where the central
charges are (C,K−) = (q1/2

c , 1) (c = 1, 2, 3) [24, 139, 152–155]. Drinfeld currents are rep-
resented in vertex operators for these representations. See for example [150] and [151,
section 5.3.2] for the explicit derivation of these representations.

9.2 Vector representation and D2 qq-character

There are three types of vector representations with central charges (C,K−) = (1, 1) and
the actions of the Drinfeld currents are

K±(z)[u](c)j =
[
Ψ[u](c)

j

(z)
]z

±
[u](c)j =: [Sc

(
uqj

c/z
)
]±[u](c)j ,

E(z)[u](c)j = Eδ
(
uqj

c/z
)
[u](c)j+1,

F (z)[u](c)j = Fδ
(
uqj−1

c /z
)
[u](c)j−1, c = 1, 2, 3, j ∈ Z

(9.6)

where

EF = g̃
(1− q−1

c+1)(1− q−1
c−1)

(1− qc)
, Sc(z) =

(1− qc−1z)(1− qc+1z)
(1− z)(1− qc−1qc+1z)

. (9.7)

We denote these representations Vc(u), (c = 1, 2, 3). The bases {[u](c)j }j∈Z are represented
by 1d partitions (see also section 2.2):

[u](c)j =
qc

· · · · · ·

1 2 · · · · · · j

uqj−1
c

u

−→
qc

(9.8)

The operator K±(z) acts diagonally, E(z)/F (z) adds/removes boxes to/from the config-
uration.

To relate the D2 qq-characters with the vector representations, we choose one specific
direction, which is C4, in the gauge origami system. The motivation for choosing this direction
will be explained in section 10. Let us study the relation of the qq-characters included in
the C3

123 × S1. The operator products of Sc(z) (c = 1, 2, 3) with S4(q4z) are

Sc(qj
cu)S4(q4z) =

[
Sc4(uq

j
1/z)

]z
−
: Sc(qj

cu)S4(q4z) : (9.9a)

S4(q4z)Sc(uqj
c) =

[
Sc4(uq

j
c/z)

]z
+
: Sc(qj

cu)S4(q4z) : . (9.9b)

After taking the limit q4 → 1, we can see that we have

Sc4(uq
j
c/z)→ Sc(uqj

c/z), q1, q2, q3 → q1, q2, q3. (9.10)
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Comparing with (9.6), after taking the limit q4 → 1, we can relate the monomial terms of the
D2 qq-characters with the bases of the vector representation of quantum toroidal gl1 as36

S4(q4z)→ K±(z), S1(uqj
1)→ [u](1)j . (9.11)

This correspondence strengthens the interpretation in (5.14). Due to this observation, we
can call the D2 qq-characters the vector qq-characters.

9.3 Fock representation and D4 qq-character

Fock representations are representations with central charges (C,K−) = (1, q1/2
c ), (c = 1, 2, 3).

We denote them Fc(u), (c = 1, 2, 3), respectively. The actions of the Drinfeld currents
are given

K±(z) |u, λ⟩(c) =
[
Ψ(c)

λ,u(z)
]z
±
|u, λ⟩(c) =

q−1/2
c

Y(c)
λ,u(q−1

c z)

Y(c)
λ,u(z)

z

±

|u, λ⟩(c) ,

E(z) |u, λ⟩(c) = 1− qc

κ1

∑
∈A(λ)

δ
(
χ(c)

u ( )/z
)

Res
z=χ

(c)
u ( )

z−1Y(c)
λ,u(z)

−1 |u, λ+ ⟩(c) ,

F (z) |u, λ⟩(c) = −1− q−1
c

κ1
q−1/2

c

∑
∈R(λ)

δ
(
χ(c)

u ( )/z
)

Res
z=χ

(c)
u ( )

z−1Y(c)
λ,u(q

−1
c z) |u, λ− ⟩(c)

(9.12)

where
Y(c)

λ,u(z) = (1− u/z)
∏
∈λ

Sc(χ(c)
u ( )/z), χ(c)

u ( ) = uqi−1
c+1q

j−1
c−1 (i, j ≥ 1). (9.13)

Note that the eigenvalue Ψ(c)
λ,u(z) can be rewritten as

Ψ(c)
λ,u(z) = q−1/2

c

1− qcu/z

1− u/z
∏
∈λ

g
(

z

χ
(c)
u ( )

)
(9.14)

The bases are represented by 2d partitions (see also section 2.2 for the notation):

|u, λ⟩(c) =

qc−1

qc+1
iu

j

uqi−1
c+1q

j−1
c−1

(9.15)

36Note that this is not a strict correspondence. In the limit q4 → 1, some of the vertex operators will diverge
and they do not obey the defining relations of the quantum toroidal gl1. Moreover, for the moment, we do not
know how to relate the other operators E(z), F (z).
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Similar to the D2 case, we choose C4 to be a specific direction in the gauge origami
system. Focusing on T12(x) and using (6.9), we obtain

: X12(u)
∏
∈λ

A−1(χ12,u( )) : S4(q4z) =
[
q−1
3

Y12
λ,u(q

−1
3 z)

Y12
λ,u(z)

]z

−
: X12(u)

∏
∈λ

A−1(χ12,u( ))S4(q4z) :,

(9.16a)

S4(q4z) : X12(u)
∏
∈λ

A−1(χ12,u( )) : =
[
q−1
3

Y12
λ,u(q

−1
3 z)

Y12
λ,u(z)

]z

+
: X12(u)

∏
∈λ

A−1(χ12,u( ))S4(q4z) :

(9.16b)

and at the limit q4 → 1, we have

Y12
λ,u(z)→ Y

(3)
λ,u(z), χ12,u( )→ χ(3)

u ( ). (9.17)

Thus, at the limit q4 → 1, we can relate the monomial terms of the D4 qq-characters with
the bases of the Fock representation of quantum toroidal gl1 as

S4(q4z) −→ K±(z), : X12(u)
∏
∈λ

A−1(χ12,u( )) : −→ |u, λ⟩(3) . (9.18)

In this sense, we can call the D4 qq-characters the Fock qq-characters.

Remark 9.2. Actually, the Fock representation can be derived by an infinite number of tensor
products of the vector representation [25]. The coproduct structure enables us to consider
the action of the Drinfeld currents on tensor product representations ⊗N

i=1Vc−1(ui). We tune
the spectral parameter as ui = uqi−1

c+1 and take the limit N →∞. After proper regularization
of the infinite products, we obtain ⊗∞

i=1Vc−1(uqi−1
c+1) ≃ Fc(u). This property corresponds

with the fact that the D4 qq-character can be obtained by the fusion process of the D2
qq-characters as discussed in Thm. 6.9.

Higher rank qq-characters. Let us show that the higher rank D4 qq-characters correspond
to the tensor product representations of the vertical Fock representations. We only focus on
the qq-characters with no negative weights. The monomial terms appearing in T(n⃗|⃗0)

12:23:13(x⃗ | 0⃗)
(see Thm. 6.14) are

:
n12∏
α=1

Λ12,λα(x12,α)
n13∏
β=1

Λ13,µβ
(x13,β)

n23∏
γ=1

Λ23,νγ (x23,γ) : (9.19)

where λα, µβ , νγ are Young diagrams. The coefficient appearing after taking the operator
product with S4(q4z) is

n12∏
α=1

q−1
3

Y12
λα,x12,α

(q−1
3 z)

Y12
λα,x12,α

(z)

n13∏
β=1

q−1
2

Y13
µβ ,x13,β

(q−1
2 z)

Y13
µβ ,x13,β

(z)

n23∏
γ=1

q−1
1

Y23
νγ ,x23,γ

(q−1
1 z)

Y23
νγ ,x23,γ

(z) . (9.20)

After taking the limit q4 → 1, it corresponds with the Cartan eigenvalue of the tensor product
representation ⊗n12

α=1F3(x12,α) ⊗
⊗n13

β=1F2(x13,β) ⊗
⊗n23

γ=1F1(x23,γ). Note that the Cartan
eigenvalues of tensor product representations are simply the products of the Cartan eigenvalue
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of each representation. This is because at C = 1, using the coproduct structure (9.5), we
have ∆K±(z) = K±(z) ⊗K±(z). Note also that the ordering of the tensor products does
not matter because of the existence of the universal R-matrix37 [24, 158, 159].

We can do the same analysis for the negative weights where supergroup analogs appear.
The corresponding representations in the quantum toroidal gl1 were constructed in [99, 159,
160], where vertical Fock representations with negative levels were introduced. One can show
that the representations in [99] correspond with the D4 qq-character generated by XA(z)−1.

9.4 MacMahon representation and D6 qq-character

MacMahon representations are representations with central charges (C,K−) = (1,K1/2)
where K ∈ C× is a generic parameter. The action of the Drinfeld currents is given as

K±(z)|u, π⟩ = [Ψπ,u(z)]z± |u, π⟩,

E(z)|u, π⟩ =
∑
∈A(π)

#δ
(

z

χu( )

)√
Res

z=χu( )
z−1Ψπ,u(z) |u, π + ⟩,

F (z)|u, π⟩ =
∑
∈R(π)

#δ
(

z

χu( )

)√
Res

z=χu( )
z−1Ψπ,u(z) |u, π − ⟩,

(9.21)

where # is some coefficient factor and

χu( ) = uqi−1
1 qj−1

2 qk−1
3 , Ψπ,u(z) = K−1/2 1−Ku/z

1− u/z
∏
∈π

g
(

z

χu( )

)
. (9.22)

We denote this representation M(u,K). The explicit coefficients of the right-hand side of
E(z), F (z) are omitted. The qq-character T123(x) and screening current S4(x′) gives

: W4̄(u)
W4̄(Ku)

∏
∈π

A−1(χ4,u( )) : S4(q4z)=−q4u
[
W4̄,K

π,u (z)−1
]z

−
: W4̄(u)
W4̄(Ku)

∏
∈π

A−1(χ4,u( ))S4(q4z) :,

(9.23a)

S4(q4z) :
W4̄(u)

W4̄(Ku)
∏
∈π

A−1(χ4,u( )) :=−q4u
[
W4̄,K

π,x (z)−1
]z

+
: W4̄(u)
W4̄(Ku)

∏
∈π

A−1(χ4,u( ))S4(q4z) : .

(9.23b)

Taking the limit q4 → 1, we have χ4̄,u( ) → χu( ) and

g4̄(z) −→ g(z), W 4̄,K
π,u (z)−1 −→ 1−Ku/z

1− u/z
∏
∈π

g
(

z

χu( )

)
(9.24)

which gives the identification

S4(q4z) −→ K±(z), : W4̄(u)
∏
∈π

A−1(χ4,u( )) :−→ |u, π⟩ . (9.25)

Thus, at the limit q4 → 1, we can relate the monomial terms of the D6 qq-characters with
the bases of the MacMahon representation of the quantum toroidal gl1. In this sense, we

37Recently there have been attempts to construct the qq-character using the R-matrix of the quantum
toroidal gl1 [156, 157].
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call the D6 qq-characters the MacMahon qq-characters. Under this identification, we can
see that the distance between the D6 and D6 branes, denoted as K, appear as the central
charge of the MacMahon representation.
Remark 9.3. Instead of considering the U(1|1) theory of D6-branes, we can consider the
U(1) theory by taking the limit K → 0, ∞. After taking the limit q4 → 1, the eigenvalue
Ψπ,u(z)|K→0,∞ is no longer a rational function with the same degrees in the numerator and the
denominator. Note that such kind of representations are not the representation of quantum
toroidal gl1 but of the shifted quantum toroidal gl1 (see [128, 129, 161]).
Remark 9.4. Similar to the relation between the vector representations and the Fock repre-
sentations, the MacMahon representation also can be obtained by infinite tensor products of
the Fock representations [137]. Consider the tensor product ⊗N

i=1Fc(ui) and tune the spectral
parameters as ui = uqi−1

c . We then take the limit N → ∞ and regularize it. After this
process, we get ⊗∞

i=1Fc(uqi−1
c ) ≃M(K,u). Note that the nontrivial parameter K appears

from the regularization process. This property corresponds to the fusion process of the D4
qq-characters to D6 qq-characters discussed in Thm. 7.12.

General D6 qq-characters. Similar to the D4 case, a higher rank version of D6 qq-
characters corresponds to the tensor products of the MacMahon representations:

:
N∏

i=1
ΛKi

4̄,π(i)(xi) : S4(q4x) =
N∏

i=1
(−q4xi)

N∏
i=1

[
W

4̄,Ki

π(i),xi
(z)−1

]z
−
:

N∏
i=1

ΛKi

4̄,π(i)(xi)S4(q4x) :,

S4(q4x):
N∏

i=1
ΛKi

4̄,π(i)(xi) : =
N∏

i=1
(−q4xi)

N∏
i=1

[
W

4̄,Ki

π(i),xi
(z)−1

]z
+
:

N∏
i=1

ΛKi

4̄,π(i)(xi)S4(q4x) : .
(9.26)

After taking the limit q4 → 1, one can see that it matches with the Cartan eigenvalue of
the tensor product ⊗N

i=1M(xi,Ki).
As discussed in section 7.5, after specifying the value K, we can obtain the pit reduction

of the D6 qq-characters, which eventually gives the D4 qq-character. This situation is the
same in the quantum toroidal gl1. Setting K = qc in (9.22), the Cartan eigenvalue will
be (9.14). The residue of Ψπ,u(z)|K=qc at z = qcu will vanish and thus the action of E(z)
will stop the growth of the plane partition in the direction qc. We then obtain the Fc(u)
representation.38 For a general pit located at (L,M,N) in the MacMahon representation,
the central charge is K = qL−1

1 qM−1
2 qN−1

3 . A similar analysis can be done and we will see
that the MacMahon representation will be reduced to F⊗L

1 ⊗F⊗M
2 ⊗F⊗N

3 with the spectral
parameters tuned properly (see for example [150, section 5.1.4]).

We can also do the same analysis for the case when the plane partitions appearing
have nontrivial boundary Young diagrams. For these cases, the eigenvalue of the vacuum
configuration is determined as

Ψvac
λµν,u(z) = K−1/2 1−Ku/z

1− u/z
∏

∈Pλ,µ,ν

g
(

z

χu( )

)
. (9.27)

38The coefficients of the action of E(z), F (z) on the bases in the MacMahon representation after setting
K = qc is different from the coefficients in the Fock representation. This comes from the degree of freedom to
rescale the bases.
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After taking the q4 → 1 limit, the coefficient appearing after taking the operator product
of (7.67) and S4(q4z) will become this vacuum Cartan eigenvalue.

9.5 BPS qq-characters and quiver quantum toroidal algebras

Up to the previous section, we managed to relate the qq-characters with the vertical rep-
resentation of the quantum toroidal gl1. To construct the explicit representation of E , the
essential part is how to determine the bases and the eigenvalue of K±(z). The action of
the other Drinfeld currents is determined schematically as (9.21), where the coefficients are
proportional to the residue of the eigenvalue. Moreover, the eigenvalue has a general structure

ΨΛ,u(x) = ψ∅,u(x)
∏
∈Λ

g
(

z

χu( )

)
(9.28)

where Λ is either the 1d, 2d, 3d partitions or general truncations of the plane partition. The
eigenvalue is a product of the vacuum function ψ∅,u(z), and the contributions come from the
boxes in the configurations. Actually, one can show that the zero and pole structure of the
vacuum function ψ∅,u(z) determines how the bases should be constructed [128, 137, 162].

This property is similar to the procedure to obtain qq-characters. To determine the qq-
characters, we first started by choosing a screening current. We then choose a highest weight
and impose the commutativity with the screening current. The qq-character is automatically
determined in this way. The highest weight therefore has a one-to-one correspondence with
the vacuum function of the vertical representations of E :

Sc(u) ←→ (1− qc−1u/z)(1− qc+1u/z)
(1− u/z)(1− qc−1qc+1u/z)

,

Xc4(u) ←→ q−1/2
c

1− qcu/z

1− u/z ,

W123(u)
W123(Ku)

←→ K−1/2 1−Ku/z
1− u/z .

(9.29)

Note that this is just a rewriting of the conclusion obtained in sections 9.2, 9.3, 9.4.
Recently a large class of quantum toroidal algebras associated with toric Calabi-Yau

three-folds39 were constructed [33, 34]. They are called quiver quantum toroidal algebras
or toroidal quiver BPS algebras.40 We denote such algebras as E(Q,W ), where Q is the
corresponding quiver and W is the superpotential. The above correspondence between the
qq-characters and the vertical representations implies that we should have generalizations
to such cases too. Let us show that the BPS qq-characters introduced in Conj. 7.17 are the
qq-characters corresponding to the representations of such algebras.

9.5.1 Quiver quantum toroidal algebra

Let us introduce the definition of the algebra E(Q,W ) following [34]. Let X be a toric Calabi-
Yau three-fold. To X, one can associate a quiver Q = (Q0, Q1) and a superpotential W . For

39There are also quantum toroidal algebras associated with non-toric CYs. They are related to affine D and
E-type algebras. The discussion here can also be generalized to those cases.

40We use the former terminology.
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each arrow of the quiver, we can associate parameters {qI}I∈Q1 . The superpotential imposes
nontrivial conditions on them and the independent parameters are reduced up to two. We
assume such conditions are imposed implicitly in the parameters.

Definition 9.5 ([33, 34, 128, 129]). The algebra E(Q,W ) is generated by the Drinfeld currents:

Ei(z) =
∑
m∈Z

Ei,mz
−m, Fi(z) =

∑
m∈Z

Fi,mz
−m, K±

i (z) = K±
i z

r±i exp
(
±

∞∑
r=1

Hi,±rz
∓r

)
,

(9.30)
for i ∈ Q0, where r±i ∈ Z. For each node i ∈ Q0, we assign a Z2 grading:

|i| =

0 (∃I ∈ Q1 s.t. I is a loop),
1 (otherwise).

(9.31)

We have one universal central element which is denoted as C. The defining relations are

K±
i (z)K±

j (w) = K±
j (w)K±

i (z),

K−
i (z)K+

j (w) = φ̃j⇒i(z, Cw)
φ̃j⇒i(Cz,w)K

+
j (w)K−

i (z),

K±
i (C

1∓1
2 z)Ej(w) = φ̃j⇒i(z, w)Ej(w)K±

i (C
1∓1

2 z),

K±
i (C

1±1
2 z)Fj(w) = φ̃j⇒i(z, w)−1Fj(w)K±

i (C
1±1

2 z),

[Ei(z), Fj(w)] = δij

(
δ

(
Cw

z

)
K+

i (z)− δ
(
Cz

w

)
K−

i (w)
)
,

Ei(z)Ej(w) = (−1)|i||j|φ̃j⇒i(z, w)Ej(w)Ei(z),

Fi(z)Fj(w) = (−1)|i||j|φ̃j⇒i(z, w)−1FjFi(z),

(9.32)

where the structure functions φ̃i⇒j(z, w) are defined as

φ̃i⇒j(z, w) = (−1)χi→j

∏
I∈{j→i}(q

1/2
I z − q−1/2

I w)∏
I∈{i→j}(q

−1/2
I z − q1/2

I w)

= (−1)χi→j

∏
I∈{j→i}(−q−1/2

I w)∏
I∈{i→j}(−q1/2

I w)
φi⇒j(z/w)

(9.33)

where χi→j is a factor determined by imposing the associativity condition

φ̃j⇒i(z, w)φ̃i⇒j(w, z) = 1 (9.34)

and φi⇒j(z) is defined in (4.114).

Remark 9.6. We add the factor zr±i to the mode expansion of K±
i (z) and relaxed the

algebra. Such modifications will be important only when we consider the mode expansions
of representations. Moreover, they are related to shifted quantum algebras. They are not
important in this paper so we will not discuss them.
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Setting C = 1, one can see that K±
i (z) commutes with each other and we have diagonal

bases. Such diagonal bases are labeled by 3d BPS crystals [57] and we have a natural action
of the algebra on them (see [32] for details). The 3d BPS crystals are a set of colored atoms
where the colors are labeled by Q0 (see Conj. 7.17 for the notations). The color projection
map c : Λ→ Q0 maps the color of the crystal to the quiver nodes. Similar to the discussion
in Conj. 7.17, we can define a coordinate function:

χu( ) := u×
∏

I∈path[o→ ]
qI . (9.35)

The difference with the coordinate function in Conj. 7.17 is that we use the q-deformation
parameters qI . There, we have an additional parameter q4, while here we do not have
such a parameter.

Under this situation, the representation is schematically given as

K±
i (z) |u,Λ⟩ =

[
Ψ(i)

Λ,u(z)
]z
±
|u,Λ⟩ ,

Ei(z) |u,Λ⟩ =
∑
∈A(Λ)

#
√

Res
z=χu( )

z−1Ψ(i)
Λ,u(z)δ

(
z

χu( )

)
|u,Λ + ⟩ ,

Fi(z) |u,Λ⟩ =
∑
∈R(Λ)

#
√

Res
z=χu( )

z−1Ψ(i)
Λ,u(z)δ

(
z

χu( )

)
|u,Λ− ⟩

(9.36)

where Λ is the 3d BPS crystal configuration and A(Λ), R(Λ) are addable and removable
atoms from the configuration and # is some coefficient factor. The eigenvalue Ψ(i)

Λ,u(z)
schematically has the form

Ψ(i)
Λ,u(z) = ψ

(i)
∅,u(z)

∏
j∈Q0

∏
∈Λ,

c( )=j

φ̃j⇒i(z, χu( ))
(9.37)

where ψ(i)
∅,u(z) is the vacuum function. Namely, the eigenvalue is a product of the vacuum

function and contributions coming from all of the atoms in the crystal configuration. The
contribution to Ψ(i)

Λ,u(z) coming from an atom at the coordinate χu( ) with color j ∈ Q0

comes from φ̃j⇒i(z, χu( )). The poles of the eigenvalue Ψ(i)
Λ,u(z) are the q-coordinates of

the addable and removable atoms with color i ∈ Q0 and thus the action of Ei(z), Fi(z) are
determined by the residue of them.

The possible configuration is uniquely determined by the vacuum function ψ
(i)
∅,u(z)

(see [128] for examples). We only focus on 3d BPS crystals with only one atom at the
origin. For such cases, the vacuum function is given

ψ
(i)
∅,u(z) =

(
K−1/2z −K1/2u

z − u

)δia

. (9.38)

This vacuum function gives the BPS crystals where the atom at the origin has color a. We
denote such crystal configurations as Λ(a) for later use.
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Remark 9.7. When X = C2/Zn × C, the corresponding quantum toroidal algebra is the
quantum toroidal gln [163–165], which we denote En for later use. Applications of these
algebras to supersymmetric gauge theories were done in [166]. For general abelian orbifold
cases such as X = C3/Zn or X = C3/(Zm × Zn), the representations and some applications
were studied in [72, 75, 129, 167].

9.5.2 BPS qq-characters

Let Z be a toric CY4 with the form Z = X × C where X is a toric CY3. We denote the
corresponding quiver of X as Q = (Q0, Q1) (see section 4.6.3 for the notations). As discussed
in section 4.6.3 and Conj. 7.17, we have a screening current Si(x) and a screening charge
corresponding to the C part of Z. The qq-character TK

j (x) is obtained from the highest
weight : Wi(x)

Wj(Kx) : and the monomial terms are expanded in the 3d BPS crystal Λ(j). Let us
study the operator products of the monomial terms with the screening current:

: Wj(u)
Wj(Ku)

∏
∈Λ(j)

A−1
c( )(χX,u( )) : Si(q4z)

= hji(u,z)
(1−K−1z/u

1−z/u

)δij ∏
∈Λ(j)

φX,c( )i

(
q4z

χX,u( )

)
: Wj(u)
Wj(Ku)

∏
∈Λ(j)

A−1
c( )(χX,u( ))Si(q4z) :,

Si(q4z) :
Wj(u)

Wj(Ku)
∏
∈Λ(j)

A−1
c( )(χX,u( )) :

= h̃ji(u,z)
(1−Ku/z

1−u/z

)δij ∏
∈Λ(j)

φX,ic( )

(
χX,u( )

z

)−1
: Wj(u)
Wj(Ku)

∏
∈Λ(j)

A−1
c( )(χX,u( ))Si(q4z) :,

(9.39)
where hji(z, u), h̃ji(z, u) are extra factors coming from the zero-modes.

After taking the limit q4 → 1, one can see that the contraction becomes the eigenvalue
in (9.37) up to extra factors which do not affect the zero and pole structure:(

1−K−1z/u

1−z/u

)δij ∏
∈Λ(j)

φX,c( )i

(
q4z

χX,u( )

)
q4→1−−−→

(
1−K−1z/u

1−z/u

)δij ∏
∈Λ(j)

φc( )⇒i
(

z

χu( )

)
(9.40)

where χX,u( ) q4→1−−−→ χu( ). We thus have the following identification

Si(q4z) −→ K±
i (z), : Wj(u)

Wj(Ku)
∏
∈Λ(j)

A−1
c( )(χX,u( )) :−→

∣∣∣u,Λ(j)
〉
. (9.41)

Therefore, we conclude that the BPS qq-characters associated with Z = X × C are
related to the vertical representations, the BPS crystal representations, of quiver quantum
toroidal algebras. Actually, the terminology BPS qq-characters came from the fact that
they are related to these BPS crystals.

10 Semi-classical analysis and Bethe ansatz equation

We have discussed the gauge origami system on C4 with four associated equivariant parameters,
ϵ1,2,3,4 obeying the CY4 condition, ∑a∈4 ϵa = 0. In the multiplicative notation, this is written
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as q1q2q3q4 = 1. It has been known that the asymptotic behavior of the partition function in
the semi-classical limit, ϵa → 0, provides various physical information. For example, for 4d
N = 2 theory on C12, one can extract the Seiberg-Witten prepotential from the partition
function in the limit ϵ1,2 → 0 [1]. Moreover, one can observe the relation between gauge
theory and quantum integrable system in the limit, ϵ1 finite, ϵ2 → 0, which is called the
Nekrasov-Shatashvili limit (Bethe/Gauge correspondence) [168]. In particular, the saddle
point equation obtained from the gauge theory partition function in the NS limit is identified
with the Bethe ansatz equation (BAE) in this context. In this section, we explore the NS-type
limit of the gauge origami system and examine the corresponding BAE.

In general, the partition function defined on ×a∈SCa (S ⊂ 4) behaves in the semi-
classical limit as follows,

ZS
ϵ∀a→0−−−−→ exp

( 1
ϵS
FS + · · ·

)
, ϵS =

∏
a∈S

ϵa , (10.1)

where FS is identified with the “prepotential” associated with gauge theory on ×a∈SCa. We
may also consider a partial semi-classical limit to obtain the following,

ZS
ϵa→0−−−→ exp

( 1
ϵa
W̃a + · · ·

)
, (10.2)

where W̃a(= Fa) is the twisted superpotential associated with 2d (resp. 3d) gauge theory on
Ca (Ca × S1). In the context of Bethe/Gauge correspondence, this twisted superpotential
is identified with the Yang-Yang functional, and the corresponding critical point condition
(twisted F-term condition) provides the BAE,

exp
(
∂W̃a

∂x

)
= 1 . (10.3)

In fact, this is immediately obtained from the behavior of the partition function under the
instanton adding/removing operation presented in this paper. Applying this process to the
gauge origami system on C4, we obtain the following BAE in the NS-type limit.

Theorem 10.1. Let 3 = {1, 2, 3}. We denote qa → qa (a ∈ 3) in the limit q4 → 1 obeying
q1q2q3 = 1. Consider a gauge origami system having the support on the C4-plane, where
D-branes wrap the subspace S × S1, where S = S̃ × C4 with S̃ ⊊ 3 is generally

S = nC4 + (L1C2
14 +M1C2

24 +N1C2
34) + (L2C3

234 +M2C3
134 +N2C3

124). (10.4)

The corresponding BAE of this gauge origami system obtained in the limit q4 → 1 is

1 = −qQS(q−1
1 x)QS(q−1

2 x)QS(q−1
3 x)

QS(q1x)QS(q2x)QS(q3x)
, (10.5)

where the corresponding Q-functions for the D2/D4/D6 system are given by (10.24), (10.8),
(10.16), (10.40), (10.43).

We provide the proof of this Theorem for each system in the following.
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10.1 D4 system

We start with the D4 system, which realizes 5d N = 1 gauge theory compactified on a circle
with the adjoint matter, i.e., 5d N = 1∗ theory. The corresponding BAE was obtained
in [168, 169]. We here rederive the BAE from our analysis presented in appendix B.

Consider 5d U(1) gauge theories defined on C2
a4 × S1, where a ∈ 3. See section 10.4

for U(n) case. Namely, the gauge theories share a subspace C4 × S1. Under generic Ω-
background, the structure functions Ya4

λ,v(x) (a ∈ 3) can be written using the (1, 1)-type
description in section 3.7.2 as

Ya4
λ,v(x) =

∞∏
i=1

1− x(a)v;i /x

1− qax
(a)
v;i /x

=
∞∏

i=1
Va

x(a)v;i
x

−1

(10.6)

where
x
(a)
v;i = vqi−1

a qλi
4 . (10.7)

Introducing the Q-functions [9] under generic instanton background

Qa4(x) =
∞∏

i=1

(
1− x(a)v;i /x

)
(10.8)

we may rewrite the Y-functions as

Ya4
λ,v(x) =

Qa4(x)
Qa4(q−1

a x)
. (10.9)

The D4 partition function behaves as Thm. B.2 and (B.42):

q|λ+ |Z̃D4
a4 [λ+ ]

q|λ|Z̃D4
a4 [λ]

= −q
Ya4

λ,v(q
−1
b χa4,v( ))Ya4

λ+ ,v(q−1
c χa4,v( ))

Ya4
λ,v(χa4,v( ))Ya4

λ+ ,v(q
−1
bc χa4,v( ))

= −q Sa4 (qc4χa4,v( )/x)
Sa4(qbc4χa4,v( )/x)

Ya4
λ,v(qacx)Ya4

λ,v(qabx)
Ya4

λ,v(qabcx)Ya4
λ,v(qax)

(10.10)

where a, b, c ∈ 3 and x = q4χa4,v( ). In the NS limit q4 → 1, the left hand side becomes
exp

(
∂W̃4/∂x

)
and Sa4(x) → 1. Hence, the twisted F-term condition reads

1 = −q
Ya4

λ,v(qacx)Ya4
λ,v(qabx)

Ya4
λ,v(qabcx)Ya4

λ,v(qax)
. (10.11)

Denoting the solution to this twisted F-term condition as λ∗ (critical configuration; limit
shape), we can rewrite the Y-functions in terms of the Q-functions, where the x-variables
will take values x(a)v;i |λ=λ∗ . The BAE is then written as

1 = −qQa4(q−1
a x)Qa4(q−1

b x)Qa4(q−1
c x)

Qa4(qax)Qa4(qbx)Qa4(qcx)
, {a, b, c} = 3 (10.12)

where qa,b,c → qa,b,c under q4 → 1 (see also section 9.1). Using the structure function of the
quantum toroidal gl1 in (9.4), we can rewrite this BAE as

1 = −q
∞∏

i=1
g
(
x
(a)
v;i /x

)
. (10.13)
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Note that we have the condition qaqbqc = 1. This is the BAE for the elliptic Calogero-
Moser/Ruijsenaars-Schneider model, which is the integrable system associated with Â0 quiver
gauge theory [71, 170, 171]. Note that in the quantum integrable model side, the parameter
qa corresponds to the Planck constant, while one of the parameters qb, qc correspond to
the mass parameter. The instanton counting parameter q becomes the elliptic parameter
of the potential function. The weak coupling limit corresponds to the trigonometric limit.
See, for example, [172].

10.2 D6 system

We then consider the D6 system and derive the corresponding BAE. We consider 7d U(1) gauge
theories defined on C3

ab4 × S1 (ab ∈ {12, 23, 13}). Under generic Ω-background, the structure
functions Wab4

π,v(x) (ab ∈ {12, 13, 23}) associated with the plane partition configuration π can
be written using the (2, 1)-type description in section 3.7.3 as

Wab4
π,v(x) =

∞∏
i,j=1

(1− x(ab)
v;i,j/x)(1− qabx

(ab)
v;i,j/x)

(1− qax
(ab)
v;i,j/x)(1− qbx

(ab)
v;i,j/x)

=
∞∏

i,j=1
Sab

x(ab)
v;i,j
x

−1

(10.14)

where we introduced

x
(ab)
v;i,j = vqi−1

a qj−1
b q

πij

4 . (10.15)

Similar to the D4-case, we introduce the Q-functions as

Qab4(x) =
∞∏

i,j=1

(
1− x(ab)

v;i,j/x
)

(10.16)

and then the W-functions are rewritten as

Wab4
π,v(x) =

Qab4(x)Qab4(q−1
ab x)

Qab4(q−1
a x)Qab4(q−1

b x)
. (10.17)

The recursion formula of the D6-partition function comes from (B.25) and Thm. B.1:

q|π+ |Z̃D6
ab4[π + ]

q|π|Z̃D6
ab4[π]

= −q
Wab4

π+ ,v(qab4χab4,v( ))
Wab4

π,v(χab4,v( ))

= −q gab4

(
χab4,v( )
qabx

)
Wab4

π,v(qabx)
Wab4

π,v(q−1
4 x)

(10.18)

where x = q4χab4,v( ). Taking the NS limit q4 → 1 and using gab4(x)
q4→1−−−→ 1, we obtain

the twisted F-term condition as

1 = −q
Wab4

π,v(qabx)
Wab4

π,v(q−1
4 x)

. (10.19)

Denoting the critical configuration π∗ and using the Q-functions, we have the following BAE:

1 = −qQab4(q−1
a x)Qab4(q−1

b x)Qab4(q−1
c x)

Qab4(qax)Qab4(qbx)Qab4(qcx)
, a, b, c ∈ 3 (10.20)
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where after taking the limit q4 → 1, we used q1,2,3 with the condition q1q2q3 = 1. Using the
structure function of quantum toroidal gl1 in (9.4), this is rewritten as

1 = −q
∞∏

i,j=1
g
(
x
(ab)
v;i,j/x

)
. (10.21)

10.3 D2 system

Let us consider next the D2 system and derive the corresponding BAE. We consider the
3d gauge theories on C4 × S1. First, let us consider the U(1) gauge theory. The U-function
is written as (3.163)

U4
k,v(x) = (1− xv/x) , xv = vqk

4 . (10.22)

We can define the Q-function with the U(1) instanton (vortex) background as

Q4(x) = (1− xv/x). (10.23)

We can do the same procedure we have done in previous sections, by studying the recursion
relation of the U(1) partition function. However, for the U(1) case, the partition function
is actually trivial (see appendix B.5, (B.48), (B.49)). Hence, we will obtain a trivial BAE
for such a case.

To obtain a nontrivial BAE, we need to consider the U(n) gauge theory on C4 × S1.
The Q-function is generalized to

Q4(x) =
n∏

α=1
(1− xv,α/x) , xvα = vαq

kα
4 . (10.24)

The recursion formula of the D2 U(n) partition function comes from (B.55):

q|⃗k+ |ZD2
4 [v⃗, k⃗ + ]

q|⃗k|ZD2
4 [v⃗, k⃗]

=
∏
β ̸=α

U4
kβ ,vβ

(x)U4
kβ ,vβ

(qijx)U4
kβ ,vβ

(q−1
i4 x)U4

kβ ,vβ
(q−1

j4 x)
U4

kβ ,vβ
(q−1

4 x)U4
kβ ,vβ

(q−1
ij4)U4

kβ ,vβ
(qix)U4

kβ ,vβ
(qjx)

×−
U4

kα,vα
(q−1

i4 x)
U4

kα+ ,vα
(qix)

U4
kα,vα

(q−1
j4 )

U4
kα+ ,vα

(qjx)
U4

kα+ ,vα
(qijx)

U4
kα,vα

(q−1
ij4)

U4
kα+ ,vα

(x)
U4

kα,vα
(q−1

4 x)

(10.25)

where x = q4χ4,vα( ). Noticing that U4
k+ ,v(x)/U4

k,v(x) = V4(χ4,v( )/x) and that we have
V4(x) → 1 under the limit q4 → 1, we obtain the following BAE:

1 = −qQ4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)
. (10.26)

Using the structure function of the quantum toroidal gl1, we have

1 = −q
n∏

α=1
g (xvα/x) . (10.27)

We note that this BAE appeared in [169] from a 3d N = 2 theory with 3 adjoint chiral
matters with the twisted mass ϵ1,2,3, where the gauge group rank corresponds to the number
of Bethe roots.
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Flavor branes. Based on previous sections, we expect that the vortex partition function
on Ca × S1 including a flavor D8-D8 brane is obtained from the operator product

⟨0| Z̃K(µ)
na∏

α=1
Sa(va,αq

k
(α)
a

a ) |0⟩ . (10.28)

The non-perturbative partition function is then modified to

ZD2
vor. →

na∏
α=1

∏
∈k

(α)
a

(
K

1−K−1χa,va,α( )/µ
1− χa,va,α( )/µ

)
×ZD2

vor. (10.29)

We may interpret that the D8 and D8-branes give the fundamental chiral and anti-chiral
multiplets. Since the D2 theory we are considering is a reduction from a 16 SUSY theory,
it is natural to consider the same number of chiral and anti-chiral multiplets, that form
a hypermultiplet.

Using this, the recursion formula is modified to

q|⃗k+ |ZD2
4 [v⃗, k⃗ + ]

q|⃗k|ZD2
4 [v⃗, k⃗]

=
∏
β ̸=α

U4
kβ ,vβ

(x)U4
kβ ,vβ

(qijx)U4
kβ ,vβ

(q−1
i4 x)U4

kβ ,vβ
(q−1

j4 x)
U4

kβ ,vβ
(q−1

4 x)U4
kβ ,vβ

(q−1
ij4)U4

kβ ,vβ
(qix)U4

kβ ,vβ
(qjx)

×−
U4

kα,vα
(q−1

i4 x)
U4

kα+ ,vα
(qix)

U4
kα,vα

(q−1
j4 )

U4
kα+ ,vα

(qjx)
U4

kα+ ,vα
(qijx)

U4
kα,vα

(q−1
ij4)

U4
kα+ ,vα

(x)
U4

kα,vα
(q−1

4 x)

× 1−Kµ/χ4,vα( )
1− µ/χ4,vα( ) .

(10.30)

After taking the NS limit q4 → 1, we have the BAE involving the additional polynomials,

1 = −q1− K̃µ/x1− µ/x
Q4(q−1

1 x)Q4(q−1
2 x)Q4(q−1

3 x)
Q4(q1x)Q4(q2x)Q4(q3x)

, (10.31)

where we used K → K̃ at the limit41 q4 → 1. This corresponds to the trigonometric version
of the expression shown in [54, Prop. 7.13], where they obtained the BAE associated with
the MacMahon representation.

After specializing the parameter as K̃ = q1, q2, q3, q−1
1 , q−1

2 , q−1
3 , we obtain a physical

setup where the D6ī (i = 1, 2, 3) branes or D6ī (i = 1, 2, 3) branes will play the role of a
flavor branes:

1 = −q1− qiµ/x

1− µ/x
Q4(q−1

1 x)Q4(q−1
2 x)Q4(q−1

3 x)
Q4(q1x)Q4(q2x)Q4(q3x)

,

1 = −q1− q−1
i µ/x

1− µ/x
Q4(q−1

1 x)Q4(q−1
2 x)Q4(q−1

3 x)
Q4(q1x)Q4(q2x)Q4(q3x)

.

(10.32)

We may also add multiple flavor branes. Generally, the BAE is modified to

1 = −q
nF∏

α=1

1− K̃αµα/x

1− µα/x

Q4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)
. (10.33)

41We use different symbols for the parameters K and K̃, because for example when K = q±1
1,2,3, we have

K̃ = q±1
1,2,3 after taking the limit. When K is generic, they are identified as K = K̃.

– 131 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

Specializing the parameters as {Kα} → {q1, q2, q3} (which means {K̃α} → {q1, q2, q3}) give

1 = −q
L∏

α=1

1− q1uα/x

1− uα/x

M∏
β=1

1− q2vβ/x

1− vβ/x

N∏
γ=1

1− q3wγ/x

1− wγ/x

× Q4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)

(10.34)

where we relabeled {µα}nF=L+M+N
α=1 → {uα}Lα=1∪{vβ}Mβ=1∪{wγ}Nγ=1. The most general case is

1 = −q
L+∏
α=1

1− q1u+α /x
1− u+α /x

L−∏
α=1

1− q−1
1 u−α /x

1− u−α /x

M+∏
β=1

1− q2v+β /x
1− v+β /x

M−∏
β=1

1− q−1
2 v−β /x

1− v−β /x

×
N+∏
γ=1

1− q3w+
γ /x

1− w+
γ /x

N−∏
γ=1

1− q−1
3 w−

γ /x

1− w−
γ /x

Q4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)

(10.35)

which comes from {Ka} → {q±1
1 , q±1

2 , q±1
3 } and {µα}nF

α=1 → {u±α }
L±
α=1 ∪ {v

±
β }

M±
β=1 ∪ {w±

γ }
N±
γ=1.

This is a gauge theoretic derivation and generalizations of the BAEs of [158, eq. (5.5),
(6.1)], [173]. The equations (10.31) and (10.33) are the BAEs of MacMahon representation
and its tensor product representations. Other equations (10.32), (10.34), (10.35) correspond
to the BAEs of the representations Fi (F i), F⊗L

1 ⊗ F⊗M
2 ⊗ F⊗N

3 , and F⊗L+
1 ⊗ F⊗L−

1 ⊗
F⊗M+
2 ⊗ F⊗M−

2 ⊗ F⊗N+
3 ⊗ F⊗N−

3 , respectively, where we denoted the representation with
negative central charges as F i. The prefactors are determined from the representations.

Another specialization is to take the limit Kα → 0,∞, which gives the following BAE:

1 = −q
nF∏

α=1

1
1− µα/x

Q4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)
. (10.36)

This corresponds to the setup where the D8-brane is decoupled from the setup. We expect
the underlying quantum algebra to be the shifted quantum toroidal algebras for these cases.

To summarize, we have the following BAE from the D2 system with additional fla-
vor branes.

Theorem 10.2. In the NS limit of the D2 system with flavor, we obtain the BAE involving the
additional polynomials a(x) and d(x) specifying the representation of quantum toroidal gl1,

1 = −qa(x)
d(x)

Q4(q−1
1 x)Q4(q−1

2 x)Q4(q−1
3 x)

Q4(q1x)Q4(q2x)Q4(q3x)
. (10.37)

This is analogous to Yangian and quantum affine algebra, where the representation data
appears only in the a and d polynomials.

10.4 General case

Generalizations to U(n) theories of the D4 and D6 theories can be done similarly to the
D2-case. The BAE will have a general structure as in (10.5) of Thm. 10.1. The explicit form
of the Q-functions is only modified. For the 5d U(n) theory on C2

a4 × S1, equation (10.8)
is modified to

Qa4(x) =
∞∏

i=1

n∏
α=1

(
1− x(a)α,i/x

)
, x

(a)
α,i = vαq

i−1
a q

λ
(α)
i

4 (10.38)
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We can also consider more general configurations where folded instantons also appear.
Consider a gauge origami system where the D4-branes wrap the subspace S × S1, where

S = LC2
14 +MC2

24 +NC2
34. (10.39)

Namely, we have U(L),U(M),U(N) affine quiver gauge theories on C2
14×S1,C2

24×S1,C2
34×S1

respectively, with the folded instantons configurations connecting the different gauge theories.
The Q-function is generalized to

QS(x) =
∞∏

i=1

L∏
α=1

(1− x(1)α,i/x)
∞∏

j=1

M∏
β=1

(1− x(2)β,i/x)
∞∏

k=1

N∏
γ=1

(1− x(3)γ,k/x). (10.40)

For a 7d U(n) theory on C3
ab4 × S1, equation (10.16) is modified to

Qab4(x) =
∞∏

i,j=1

n∏
α=1

(
1− x(ab)

α;i,j/x
)
, x

(ab)
α;i,j = vαq

i−1
a qj−1

b q
π

(α)
ij

4 . (10.41)

The folded instanton system where D6-branes wrapping

S = LC3
234 +MC3

134 +NC3
124 (10.42)

gives the Q-function

QS(x) =
∞∏

i,j=1

L∏
α=1

(1− x(23)α;i,j/x)
∞∏

k,l=1

M∏
β=1

(1− x(13)β;k,l/x)
∞∏

m,n=1

N∏
γ=1

(1− x(12)γ;m,n/x). (10.43)

For all cases, by direct computation, one can show that the arising BAE has the form

1 = −qQS(q−1
1 x)QS(q−1

2 x)QS(q−1
3 x)

QS(q1x)QS(q2x)QS(q3x)
. (10.44)

Therefore, we obtain Thm. 10.1.
Remark 10.3. We note that when only one of L,M,N is non-zero in (10.40), the dual
integrable system is the elliptic Calogero-Moser/Ruijsenaars-Schneider model. When only
one of L,M,N is zero, the dual integrable system is the double elliptic Calogero-Moser
system (and its trigonometric version) corresponding to the Calogero system associated with
superalgebras [174–177] as discussed in the context of gauge origami [14, 178] (see also a
related paper [73]). We expect that the most general case when L,M,N ̸= 0 gives a triple
elliptic Calogero-Moser system which is an elliptic generalization of the triple Calogero-
Sutherland system [179, eq. (2.15)]. For the (10.43), we do not know the corresponding
integrable systems and they are yet to be studied.

10.5 Quantum toroidal gl1 and q-characters

In general, the qq-character is reduced to the q-character in the NS limit, which can be
identified with the T-operator of the corresponding quantum integrable system [70, 180]. We
have discussed in section 9 that the qq-characters of D2/D4/D6 systems correspond to the
vector/Fock/MacMahon representations of quantum toroidal gl1 denoted by E, and actually
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they are reduced to the q-characters of the corresponding representations of E considered
in [159]. The BAE obtained for E by [158] is based on the Fock representation, which is
consistent with our analysis (10.12). Hence, we propose that the BAE obtained from the
D6 system (10.20) is of the MacMahon representation of E.

Let us reproduce the q-characters of [159] from a gauge theoretic perspective. Consider
a gauge origami system where there are D-branes on subspaces including the C4 × S1:pt ∪

⋃
a∈3

Ca ∪
⋃

A∈{12,13,23}
C2

A

× C4 × S1. (10.45)

Namely, we are considering a generalized gauge theory where we have D2-branes on C4×S1, D4-
branes on C2

a4×S1 (a ∈ 3), and D6-branes on C3
A4×S1 (A = 12, 13, 23). Using (5.27), (6.23),

and (7.49) (see also sections 3.7.1, 3.7.2, and 3.7.3), the partition function of such theory
is written using the screening current S4(x) as

Z [⃗k, λ⃗, π⃗] = Z[X ] = ⟨0|
∏

x∈X
S4(x) |0⟩ =: ⟨0|Z⟩ (10.46)

where
X = X4 ∪

⋃
a∈3
Xa4 ∪

⋃
ab∈{12,23,13}

Xab4, |Z⟩ =
∏

x∈X
S4(x) |0⟩ (10.47)

and

X4 =
{
v4,αq

k
(α)
4

4

∣∣∣∣α = 1, . . . , n4
}
, Xa4 =

{
va4,αq

i−1
a q

λ
(α)
a4,i

4

∣∣∣∣∣α=1,...,na4
i=1,...,∞

}
(a ∈ 3)

Xab4 =
{
vab4,αq

i−1
a qj−1

b q
π

(α)
abc,ij

4

∣∣∣∣∣α=1,...,nabc
i,j=1,...,∞

}
(ab = 12, 13, 23).

(10.48)

The partition function is given as Z =∑
X Z[X ]. Let us consider the expectation value of

the qq-characters associated with the D-branes spanning the subspace C3
123 × S1 respectively:

Q1,2,3(x), T12,13,23(x), T123(x).
For the D2 qq-characters, the expectation value is

Ta(x) = ⟨Qa(x)⟩ =
∑
k∈Z

qk
〈
Sa(qk

ax)
〉
= 1
Z
∑
X

∑
k∈Z

qk
∏

x′∈X

[
Sa4

(
xqk

aq4/x
′
)]x′

−

Z[X ]
(10.49)

for a ∈ 3, where the expectation value of an operator O is defined as

⟨O⟩ = ⟨0| O |Z⟩
⟨0|Z⟩ . (10.50)

For the D4 qq-character, the expectation value is

TA(x) = ⟨TA(x)⟩ =
∑

λ

q|λ|Z̃D4
A [λ] ⟨ΛA,λ(x)⟩

= 1
Z
∑
X

∑
λ

q|λ|Z̃D4
A [λ]

∏
x′∈X

[
qAq4

YA
λ,x(qAx

′)
YA

λ,x(q
−1
4 x′)

]x′

−

Z[X ], (10.51)
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for A = 12, 13, 23. For the D6 qq-character, we have

T123(x) = ⟨T123(x)⟩ =
∑

π

q|π|Z̃D6
123[K,π]

〈
ΛK
123,π(x)

〉

= 1
Z
∑
X

∑
π

q|π|Z̃D6
123[K,π]

∏
x′∈X

[
(−q4x)W4̄,K

π,x (q−1
4 x′)

]x′

−

Z[X ].
(10.52)

After taking the NS limit, the fixed point configurations X transforms to a saddle point
configuration42 denoted as X∗. Note also that under this limit, one can show that the U(1)
contribution of the D4 and D6 partition functions become trivial:

Z̃D4
A [λ] q4→1−−−→ 1, A ∈ {12, 13, 23}, Z̃D6

123[π]
q4→1−−−→ 1. (10.53)

The expectation values of the qq-characters then become

Ta(x)
q4→1−−−→

∑
k∈Z

qk

 ∏
x′∈X∗

Sa(xqk
a/x

′)

 , a ∈ 3 (10.54a)

Tij(x)
q4→1−−−→

∑
λ

q|λ|

 ∏
x′∈X∗

q−1
k

Y(k)
λ,x(q

−1
k x′)

Y(k)
λ,x(x′)

 , {i, j, k} = 3 (10.54b)

T123(x)
q4→1−−−→ (−x)

∑
π

q|π|
∏

x′∈X∗

(
1−Kx/x′
1− x/x′

∏
∈π

g
(

x′

χx( )

))
, (10.54c)

where we used the results in section 9.1. The right-hand sides on (10.54a), (10.54b), (10.54c)
are the vector, Fock, MacMahon q-characters of [159, eq. (3.15), (3.17)] respectively. We can
do the same analysis for general D4, D6 qq-characters using the results in sections 9.3, 9.4
and obtain a large class of q-characters after taking the NS limit.

Even before taking the expectation values of the qq-characters, we have interesting
properties under the NS limit. Under the limit q4 → 1, the vertex operators Sa(x) (a ∈ 3),
XA(x) (A = 12, 23, 13), W123(x), A(x) all commute with each other. This is because generally
these operators are expressed using the modes an as (4.49):

an

P[−n]
S

(10.55)

where S ⊆ 3, S ̸= ∅: S ∈ {1, 2, 3, 12, 13, 23, 123}. The commutation relation is[
an

P[−n]
S

,
am

P[−m]
S′

]
= − 1

n
δn+m,0

P[n]
4

P[−n]
S P[n]

S′

∝ (1− qn
4 )

q4→1−−−→ 0 (10.56)

where we used S,S ′ ∈ 3. Denoting the NS limit of the qq-characters themselves as

Qa(x)→ Q̂a(x) (a ∈ 3), TA(x)→ T̂A(x) (A = 12, 13, 23), T123(x)→ T̂123(x) (10.57)

we have the following result.
42After taking the NS limit and denoting the saddle point configuration by X∗, we have

⟨0|Z⟩ =
∑
X

ZX ≈ ZX∗ , ⟨0|O|Z⟩ =
∑
X

OX ZX ≈ OX∗ZX∗ ,

and then the expectation value is given by the on-shell value, ⟨0|O|Z⟩
⟨0|Z⟩ ≈ OX∗ .
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Theorem 10.4. For any q-characters obtained in the NS limit q4 → 1, T (x), T ′(x) ∈
{Q̂1,2,3(x), T̂12,23,13(x), T̂K

123(x)}, we have

[T (x), T ′(x′)] = 0. (10.58)

The commutativity in (10.58) implies the existence of commuting Hamiltonians. Con-
structing the explicit Hamiltonians of the corresponding integrable models for the most
general gauge origami system on the lines of [14, 73, 178, 181] are left for future work.
Moreover, it would be also interesting to relate the triple bilinear identity discussed in [182]
to the triality of the q-characters.
Remark 10.5. Despite the coincidence of the BAEs in (10.12) and (10.20), we would have
different commuting Hamiltonians and spectra for these two cases since they have different
q-characters as in (10.54b) and (10.54c). Moreover, we see the difference between the
perturbative part of the Q-functions, (10.8) and (10.16),

Qa4(x) λ→∅−−−→ (v/x; qa)∞ , Qab4(x)
π→∅−−−→ (v/x; qa, qb)∞ , (10.59)

which are given by the q-deformed gamma function for the D4 system, while it is given by
the q-deformed double gamma function for the D6 system.

Generalizations to other geometries. Based on the correspondence with BPS qq-
characters and quantum toroidal algebras in section 9.5, we can also study the q-character
limit and the BAE. To do a detailed discussion, we need the explicit form of the co-
efficients ZD6

i [K,Λ(i)] in Conj. 7.17. We hope to report a detailed analysis in a future
work [74]. Based on the expression using the structure function of quantum toroidal gl1
in (10.13), (10.21), (10.27), we propose the following BAE.

Conjecture 10.6. Let Z = X × C where X is a toric CY3 be the space-time of the gauge
origami system. Consider a gauge theory including C. The recursion relation of the partition
function of this gauge theory gives the following BAE after the NS limit (q4 → 1):

1 = −qi

∏
x′

φc(x)⇒c(x′)(x′/x), (10.60)

where the product is taken over some set of variables. We may add flavors that gives

1 = −qi
ai(x)
di(x)

∏
x′

φc(x)⇒c(x′)(x′/x) (10.61)

where ai(x), di(x) are additional polynomials specifying the representations of the quiver
quantum toroidal algebra.

We note that this BAE also appeared in [183, eq. (2.53)] (see also [54]). We expect
that the BPS qq-characters we introduced in this paper give a different derivation of the
Bethe/Gauge correspondence. We also note that after taking the NS limit, the BPS qq-
characters will transform to q-characters, which we call BPS q-characters. Similar to the
q-characters of the quantum toroidal gl1, the BPS q-characters obtained in this limit are the
q-characters of the quiver quantum toroidal algebras. We note that they commute with each
other and thus imply the existence of commuting Hamiltonians. We expect that the BPS
qq-characters and q-characters we have introduced will be a tool to systematically derive
Hamiltonians for new integrable models.
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11 Geometric realization of qq-character

In addition to the algebraic construction based on the vertex operators, the qq-character
allows geometric construction associated with the geometric representation theory of the
corresponding quantum algebra [10, 184].

11.1 Quantum affine algebra

Let Γ = (Γ0,Γ1) be a finite-type Dynkin quiver with Γ0 the set of nodes and Γ1 the set
of edges. Let gΓ be the corresponding simple Lie algebra. We consider finite dimensional
modules of quantum affine algebra Uq1(ĝΓ) specified by Γ0-tuple of polynomials with constant
term one (Drinfeld polynomials) [185, 186]. We denote the set of degrees of polynomials by
w = (wi)i∈Γ0 ∈ ZΓ0

≥0, the set of their roots by x = (xi,α)i∈Γ0,α∈[wi], and the corresponding
finite dimensional module by Mw;x. As Mw;x is known to be a type 1 module, we have the
weight space decomposition as Uq1(gΓ)-module,

Mw;x =
⊕

v

Mw,v;x , (11.1)

where v = (vi)i∈Γ0 ∈ ZΓ0
≥0 parametrizes the weight lattice, ∑i∈Γ0(wiϖi − viαi) ∈ P (gΓ) with

(ϖi)i∈Γ0 the fundamental weights and (αi)i∈Γ0 the simple roots of gΓ. Then, qq-character
is defined as a map from the Grothendieck ring RepUq1(ĝΓ) of finite dimensional Uq1(ĝΓ)-
modules of type 1 to the formal power series of the form, (∂•Yi(x)±1)i∈Γ0,x∈C× .

Proposition 11.1 ([10]). Let Mw;x be the Uq1(gΓ)-module defined above. The qq-character
associated with Mw;x is given by the equivariant integral over the quiver variety Mw,v

parametrized by (w, v) as follows,

Tw;x[Y] =
∑

v

Tw,v;x[Y] , (11.2)

where
Tw,v;x[Y] = q

− 1
2 dimMw,v

2

∫
Mw,v

ch∧•Y∨
w,vY ch∧•q2T

∨Mw,v td (TMw,v) . (11.3)

We denote Y∨
w,vY = ∑

i∈Γ0 Y∨
w,v,iYi where Yw,v = (Yw,v,i)i∈Γ0 and Y = (Yi)i∈Γ0 are the

observable bundle and the formal bundle over Mw,v that defines the Y-function by

Yi(x) = ch∧•x−1Yi , i ∈ Γ0 . (11.4)

The dimension of the quiver variety is given by 1
2 dimMw,v = ∑

i∈Γ0 wivi −
∑

i,j∈Γ0 vic
+
ijvj

where c+ = (cij)+i,j∈Γ0
is the half Cartan matrix associated with quiver Γ.

In fact, this formula is understood as the equivariant χq2-genus of the quiver variety
with the additional insertion Y∨

w,vY, which is physically interpreted as the coupling with the
defect brane as discussed in section 3.8. From this point of view, in the limit q2 → 1, it is
reduced to the Euler characteristics of the corresponding quiver variety, which provides the
geometric realization of the q-character. In order to consider the non-simply-laced algebras,
we need to consider the fractional quiver variety [184]. See also [187].
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Remark 11.2. In the geometric formula, two parameters q1 and q2 play different roles: q1 is the
quantum deformation parameter of the algebra Uq1(ĝ), while q2 is the twist parameter for the
cotangent bundle insertion. Although they have different meanings, the resulting expression
is in the end symmetric for q1 and q2 for the simply-laced algebra [10]. On the other hand,
the qq-character is not symmetric under q1 and q2 for non-simply-laced cases [62, 184]. See
also [69].
Remark 11.3. It has been known that there exists another (non-commutative) deformation of
the q-character, which is called the t-analog of q-character [188–190]. From the geometric
point of view, the t-analog is the deformation based on the Poincaré polynomial compared
with the Euler characteristics, while the qq-character corresponds to the χq2-genus of the
quiver variety.

11.2 Quantum toroidal gl1

Prop. 11.1 also applies to affine quivers, which gives rise to the qq-character of quantum toroidal
algebra. For example, for Γ = Â0, we obtain the qq-character of the Fock representation of
quantum toroidal gl1 that we denote by E. Motivated by our analysis of the qq-character
based on the vertex operator formalism, we have the geometric formula for the qq-character
of the MacMahon module (and its tensor product) of E.

Theorem 11.4. Let w ∈ Z+ and (xα)α=1,...,w ∈ (C×)w. The qq-character of degree-w
tensor product of the MacMahon module of quantum toroidal gl1 is given by the following
equivariant integral,

Tw;x[Y] =
∑
v≥0

Tw,v;x[Y] , Tw,v;x[Y] =
∫
[Mw,v ]vir

ch∧•Y∨
w,vY td (TMw,v) , (11.5)

where the integral is taken over the virtual fundamental cycle of Mw,v, the moduli space
of v D0 and w D6 system (rank w tetrahedron instanton on C3

123), which is isomorphic to
the Quot scheme, Mw,v

∼= Quotv
C3(O⊕w). We denote the observable bundle and the formal

bundle over Mw,v by Yw,v and Y that defines the Y-function as before.

Proof. We consider the case w = 1 for simplicity. As this integral is understood as the equiv-
ariant integral, it localizes on the equivariant fixed points, which are characterized by plane
partitions π with |π| = v. Trivializing the formal bundle, chY→ 1, it is reduced to the equiv-
ariant integral over the moduli space without any insertion, which gives rise to the K-theoretic
tetrahedron instanton partition function on C3

123, corresponding to n4̄ = w = 1 and nā = 0
for a ̸= 4 in our notation (see section 3.4). Hence, we have the coefficient Z̃D6

4̄ [π⃗] in Def. 7.3
as the contribution from each fixed point. On the other hand, the character of the observable
bundle (3.107) is given by chYw,v

∣∣∣
π
= x

(
1−∏3

i=1(1− qi)
∑

(i,j,k)∈π q
i−1
1 qj−1

2 qk−1
3 )

)
. Hence,

from Lem. 7.2, ch∧•Y∨
w,vY provides Λ4̄,π(x) at the fixed point π under the replacement of

W4̄(x) with Y(x) = ch∧•x−1Y. The higher rank case w > 1 works totally in the same way.

The moduli space Mw,v has more constraints than the ordinary D0-D4 instanton moduli
space, which are implemented by the potential of the quiver variety [52, 54]. As a result, the
virtual dimension of the moduli space becomes zero in this case, and hence, compared to the
previous formula (11.3), we have no additional q2-twisted cotangent bundle insertion.
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11.3 Quantum toroidal gln

Let us also comment on the geometric formula of the qq-character of quantum toroidal gln
that we denote by En. We also have vector/Fock/MacMahon representations for En [165]. We
can apply the previous formula (11.3) to affine quiver Ân−1 to obtain the Fock representation
of En [143]. For the MacMahon representation, we apply the formula (11.5) with the moduli
space of D0-D6 system on C3/Zn to construct the qq-character.
Conjecture 11.5. Let i = (ij)j∈0,...,n−1 ∈ (Z/nZ)n with ij = δi,j . Let Mi;x be the MacMahon
module of color i of En. For w = (wi)i∈0,...,n−1 ∈ Zn

≥0 and x = (xi,α)i∈0,...,n−1,α=1,...,wi ∈
(C×)|w|, we consider the tensor product module of the MacMahon modules,

Mw;x =
⊗

i∈0,...,n−1

⊗
α=1,...,wi

Mi;xi,α . (11.6)

Then, the qq-character of En-module Mw;x is given by the equivariant integral over the moduli
space of D0-D6 system on C3/Zn denoted by Mw,v

∼= Quot|v|C3/Zn
(O⊕|w|), v = (vi)i=0,...,n−1 ∈

Zn
≥0, as follows,

Tw;x[Y] =
∑

v∈Zn
≥0

Tw,v;x[Y] , Tw,v;x[Y] =
∫
[Mw,v ]vir

ch∧•Y∨
w,vY td (TMw,v) . (11.7)

In this case, the integral localizes on the fixed points parametrized by the colored plane
partition, which characterizes the MacMahon module of En [165].

The geometric formula presented here could be straightforwardly extended to vari-
ous qq-characters discussed in previous sections by replacing the moduli space with the
corresponding one.

12 Quiver elliptic W-algebra

As mentioned in section 3.1, instead of considering the gauge origami system on C4 ×R× S1,
we can consider it also on C4 × R2 or C4 × T2. For the former case, the arising algebra
is the rational version of the quiver W-algebra [191] (see also [192]), while for the latter
case, the arising algebra is the quiver elliptic W-algebra [61]. For the rational case, one
needs to take care of the perturbative one-loop part carefully but a similar computation
can be done. In this paper, we only discuss the elliptic counterpart of the qq-characters
introduced in previous sections.

We denote the elliptic parameter p = e2πiτ ∈ C×. The elliptic deformation is obtained
by modifying the index as in (3.44):

I[x] = 1− x−1 → Ip[x] = θ(x−1; p), (12.1)

where the theta function is defined in (A.12). Note that in the limit p → 0, we obtain
the trigonometric index.

At the operator level, we need to double the number of modes and introduce two
independent operators [61]. For example, the root current will be modified as

A(x) = a0(x) : exp

∑
n ̸=0

anx
−n

 : → Aθ(x) = a0(x) : exp

∑
n ̸=0

(
a(+)

θ,nx
−n + a(−)

θ,nx
n
) :,

(12.2)
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where

[a(±)
θ,n, a

(±)
θ,m] = ∓ 1

n

P[±n]
4

1− p±n
δn+m,0. (12.3)

In this process, the modes will be elliptically deformed. We only deform the nonzero modes
and leave the zero modes undeformed.

The operators for D2, D4, D6, D8 branes are similarly defined as

D2 : Sθ
a(x) = sa,0(x) : exp

∑
n ̸=0

(
s(+)
θ,a,nx

−n + s(−)θ,a,nx
n
) :, s(±)θ,a,n =

a(±)
θ,n

P[∓n]
a

, a ∈ 4,

(12.4a)

D4 : Xθ
A(x) = xA,0(x) : exp

∑
n ̸=0

(
x(+)

θ,A,nx
−n + x(−)

θ,A,nx
n
) :, x(±)

θ,A,n =
a(±)

θ,n

P[∓n]
A

, A ∈ 6,

(12.4b)

D6 : Wθ
ā(x) = wā,0(x) : exp

∑
n ̸=0

(
w(+)

θ,ā,nx
−n + w(−)

θ,ā,nx
n
) :, w(±)

θ,ā,n =
a(±)

θ,n

P[∓n]
ā

, a ∈ 4,

(12.4c)

D8 : Zθ(x) = z0(x) : exp

∑
n ̸=0

(
z(+)

θ,nx
−n + z(−)θ,nx

n
) :, z(±)θ,n =

a(±)
θ,n

P[∓n]
4

. (12.4d)

Similarly, elliptic analogs of the structure functions (3.67) are

Vθ
a(x) = Ip[−P∨

ax
∨] = θ(qax; p)

θ(x; p) ,

Sθ
ab(x) = Ip[−P∨

abx
∨] = θ(qax; p)θ(qbx; p)

θ(x; p)θ(qaqbx; p)
,

gθ
ā(x) = Ip[−P∨

āx
∨] =

∏
i ̸=a θ(qix; p)θ(qāx; p)

θ(x; p)∏i ̸=a θ(q−1
a q−1

i x; p)
,

Aθ
C4(x) = Ip[−P∨

4x
∨] =

∏
a∈4 θ(qax; p)

∏
a∈4 θ(q−1

a x; p)
θ(x; p)2∏A∈6 θ(qAx; p)

.

(12.5)

The D-brane qq-characters are defined by changing the operators to the elliptic deformed
vertex operators:

D2 elliptic qq-character : Qθ
a(x)=

∑
k∈Z

qkSθ
a(qk

ax), (12.6a)

D4 elliptic qq-character : Tθ
A(x)=

∑
λ

q|λ|ZD4
θ,A[λ] :Xθ

A(x)
∏
∈λ

Aθ(χA,x( ))−1 :, (12.6b)

D6 elliptic qq-character : Tθ
4̄(x)=

∑
π

q|π|ZD6
4̄,CSZ

D6
θ,4̄ [π] :W

θ
4̄(x)

∏
∈π

Aθ(χ4̄,x( ))−1 :, (12.6c)

D8 elliptic qq-character : TK θ
4;a (x)=

∑
ρ∈SP

q|ρ|ZD8
θ,4;a[ρ,K] : Z̃K,θ(x)

∏
∈ρ

Aθ(χ4,x( ))−1 : . (12.6d)

One can show that the commutativity with the elliptic deformed screening charges also holds
similar to the trigonometric qq-characters. We also can obtain elliptic deformations of the
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general D4, D6 qq-characters and even the BPS qq-characters introduced in the previous
sections. Since it is a straightforward generalization, we omit the results of them.

13 Conclusion and discussions

We introduced vertex operators corresponding to the D(2p)-branes (p = 0, 1, 2, 3, 4) and gave
the free field realizations of the contour integral formulas of the gauge origami partition
function in C4. Interestingly, they can be understood in terms of graded quivers associated
with 2d N = (0, 2) quiver gauge theories, which enabled us to generalize the conventional
quiver W-algebra. Based on this free field realization, we managed to construct D2,D4,D6
qq-characters and show the BPS/CFT correspondence for the coupled vortex, spiked instanton,
and tetrahedron instanton systems. We also managed to give many generalizations and
conjectures of the gauge origami setup from the quantum algebraic viewpoint.

The D2 qq-characters play the roles of screening charges and the D4,D6 qq-characters
are uniquely determined after setting the highest weight and imposing the commutativity
condition with the screening charge. An interesting property was that the monomial terms
are classified by truncations of plane partitions and the patterns of them were determined
from the highest weight. Moreover, we have a one-to-one correspondence with the MacMahon
representation and its generalizations (e.g. truncations, boundary conditions, etc.) of the
quantum toroidal gl1, and the Bethe ansatz equations were derived in a natural way.

Despite the fact that all processes in D2, D4, and D6 were relatively successful, the D8
case was not so successful because we could not construct the screening charge associated
with it, and as a result, the D8 qq-character we constructed could only reproduce the partition
function of the magnificent four model up to sign factors. The construction of the complete
D8 qq-character is one of the ultimate goals because this D8 qq-character is expected to be
the mother of all other D-brane qq-characters in the gauge origami system.

Let us list down possible directions for future work.

Gauge theoretical interpretation of general D6 qq-characters. As discussed in
section 7.5, general D6 qq-characters have a one-to-one correspondence with truncations
of plane partitions. Using the BPS/CFT correspondence (see Thm. 1.2), we can obtain
generalizations of the tetrahedron instanton partition functions by constructing the qq-
characters and studying their compositions. Let π1, π2 be the two different truncations of
the plane partition. After constructing the associated D6 qq-characters Tπ1,2(x), the vacuum
expectation value of the composition of them takes the form:

Z =
∑
π1,2

q|π1|+|π2|
2∏

i=1
Z[πi]Z[π1, π2]Z[π2, π1]. (13.1)

The physical interpretation of both Z[πi] and Z[πi, πj ] is necessary. Studying the relation
with open BPS states might help to solve this problem [193–195]. Recently, the relation
with a different algebra (shifted quiver Yangian) was studied in [128]. Understanding the
connection with the representations appearing there might help.
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Gauge origami of general toric Calabi-Yau four-folds. As mentioned in section 1
and 3.1, the gauge origami system is understood as a setup where D1-branes are probing
intersecting D-branes wrapping cycles in the Calabi-Yau four-fold. In [52], the authors defined
the elliptic genus [196–198] of the tetraheron instanton system and evaluated the poles by
using the JK-residue techniques [85]. Generalization of this computation to general gauge
origami setup is necessary. Since toric Calabi-Yau four-folds are related to brane brick models,
the computation in [124] might help. Comparison with the contour integral formulas we
proposed in Conj. 4.7, 4.9 might be interesting too.

BPS qq-characters and crystal melting. In the main section, we gave multiple con-
jectures (Conj. 4.7, 4.9, 7.17) related to generalizations to toric Calabi-Yau four-folds. We
hope to come back and solve these conjectures by discussing the relation with brane brick
models and brane tilings in a future work [74]. Since all of the BPS qq-characters associated
with the gauge origami system of a Calabi-Yau four-fold Z are expected to be understood
as truncations of a four-dimensional analog of the 3d BPS crystals [57], it is necessary to
generalize the discussion of [57] to Calabi-Yau four-folds. Truncations of them are also
necessary to be studied.

Finite type quivers and qq-characters. Although the qq-characters we introduced in
this paper are associated with “affine”-type quivers which give an infinite number of monomial
terms appearing in the qq-character, we can consider qq-characters with a finite number
of monomial terms. Such kind of qq-character should be understood as a singular limit of
the q-parameters appearing in the q-Cartan matrix. For example, consider the C2

12 × C2
34

gauge origami system and place a D412-brane and a D434-brane spanning transversely. The
D412 theory is a 5d N = 1∗ theory with adjoint mass q3. We can take the limit q3 → 0,∞
while keeping the product q3q4 fixed. In this process, the 5d N = 1∗ theory on C2

12 × S1

becomes the pure SYM theory whose quiver structure is the A1. Namely, the quiver structure
changes Â0 → A1 under this limit. Actually, one can show that the two qq-characters
T12(x),T34(x) will be deformed as

T12(x) −→ Tpure SYM(x),
T34(x) −→ Tq-Vir(x),

(13.2)

where Tpure SYM(x) is the qq-character reproducing the instanton partition functions of the
pure SYM, while Tq-Vir(x) is the generator of the q-Virasoro algebra [74]. Generalizations
of this discussion to other quiver W-algebras is a possible future work.

Relation with intertwiners and quantum toroidal algebras. A recent work [136] de-
rived the D4 qq-character from a new elliptic quantum toroidal algebra denoted as Uq,t,p(gl1,tor)
by studying the intertwiner formalism based on [199] (see also [75, 161, 166, 192, 200–210]
for related works). The elliptic quantum toroidal algebra Uq,t,p(gl1,tor) is an algebra with
four parameters q, t, p, p∗ = pγ−2, where γ is the central element of the algebra. In their
paper, they studied the vertical representation with γ = 1 and the horizontal representation
with γ = (t/q)1/2. In the horizontal representation, we have p∗/p = q/t which implies the
identification (q1, q2, q3, q4) = (q, t−1, p, t/(qp)). Note at the limit p∗ → 1, we have p = t/q.
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We also note that their elliptic parameter p is related to the Ω-deformation parameter of C4

and is different from the elliptic parameter in section 12. Our elliptic parameter p is related
to C = T2 but not C4 and from the algebraic viewpoint, it is rather related to [211–213].

The two screening currents in [136, section 5.1] are identified as

s+n ↔ s4,n, s−n ↔ s3,n (13.3)

and the T (u) operator [136, section 5.2] is identified with the D412 qq-character T12(u). As
the authors studied one type of D4 qq-characters spanning the C2

12 out of the other six
possible cases, the BPS/CFT correspondence of the most general spiked instanton system
could not be reproduced. It would be interesting to consider other types of qq-characters in
the context of elliptic quantum toroidal algebra as well. Since the algebra still has a triality
symmetry which is the subgroup of the quadrality symmetry, we expect we can construct
three types of vertical and horizontal representations (see [69, 139, 153–155, 214]).

Studying interwiners relating these three different types of representations following
the line of [207, 208] should give the partition function of intersecting 5d gauge theories.
However, we note that since the elliptic parameter p (or p∗) is already breaking the quadrality
symmetry, the partition function obtained in this way might be the gauge origami partition
function of D4-branes wrapping the subspaces of the C3 part and thus we still can not obtain
the full spiked instanton partition function. This is a situation similar to what happened
in this paper, where we can choose one screening charge Q4(x) and the commutativity with
this screening charge gives general qq-characters reproducing the gauge origami system in
the C3

123 subspace. To obtain the complete partition function, we may need a new algebra
symmetric in q1,2,3,4 with q1q2q3q4 = 1.

Commuting Hamiltonians and quantum integrable models. In section 10, we
discussed the Bethe ansatz equation of the gauge origami system and related it with the
q-characters and the associate quantum toroidal algebras. Thm. 10.1, 10.2, 10.4, and
Conj. 10.6, imply new types of quantum integrable models. Explicitly deriving the commuting
Hamiltonians is an interesting topic. Recent studies [14, 73, 178, 215, 216] gave a way to
derive the commuting Hamiltonians by studying surface defects in the gauge origami system.
Generalizations of them might help solve this problem.

We also note that the similar Bethe ansatz equations in Conj. 10.6 were proposed
in [183] (see also [54, 181, 217] for related works) by studying the R-matrices of the quiver
Yangians following previous works [218–223]. It was shown in [183] that under suitable
assumptions, there is no universal R-matrix for some representations, and thus there are
obstructions in the Bethe/Gauge correspondence. However, the BPS q-characters obtained
under the NS limit of the BPS qq-characters look to commute with each other and therefore
imply commuting Hamiltonians. Therefore, naively we expect to still have Bethe/Gauge
correspondence. To fill in this gap, detailed discussions on the BPS qq-characters and their
truncated versions are necessary. In the historical paper [70], the q-characters associated
with quantum affine algebras and their relations with deformed W-algebras [69] and the
R-matrices were discussed. Generalization of these works to quantum toroidal gl1 was done
in [158, 159]. Understanding the BPS qq-characters, BPS q-characters, and Bethe ansatz
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equations from the R-matrix of quiver quantum toroidal algebras following [69, 70, 158, 159]
is also a topic that must be studied.
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A Special functions

A.1 q-functions

We define the q-shifted factorial as

(z; q)n =
n−1∏
m=0

(1− zqm). (A.1)

Taking the limit n → ∞ for |q| < 1, we have

(z; q)∞ =
∞∏

m=0
(1− zqm) = exp

(
−

∞∑
m=1

zm

m(1− qm)

)
. (A.2)

For the analytic region |q| > 1, it is given through analytic continuation

(z; q)∞ = (zq−1; q−1)−1
∞ . (A.3)

Note that we have the property

(x; q)∞ = (1− x)(xq; q)∞ (A.4)

and
(z; q)n = (z; q)∞

(zqn; q)∞
= exp

(
−

∞∑
m=1

zm

m

1− qmn

1− qm

)
. (A.5)

We also define the multiple version of the q-shifted factorial for |q1|, . . . , |qk| < 1,43

(z; q1, . . . , qk)∞ =
∏

0≤n1,...,nk≤∞
(1− zqn1

1 · · · q
nk
k ). (A.6)

43This multiple q-shifted factorial is interpreted as a q-analog of the multiple gamma function,
Γk(x; q1, . . . , qk) = (z; q1, . . . , qk)(−1)k

∞ obeying the relation,
Γk(xqi; q1, . . . , qk)
Γk(qi; q1, . . . , qk)

= Γk−1(x; q1, . . . , qi/ , . . . , qk).

– 144 –

https://indico.sissa.it/event/98/
https://sites.google.com/view/msj-si-2023/home
https://sites.google.com/view/msj-si-2023/home


J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

For other analytic regions, we use

exp
(
−

∞∑
m=1

zm

m

1
(1− qm

1 ) · · · (1− qm
k )

)
(A.7)

and do a similar process as (A.3).
The one-loop perturbative functions appearing in (3.106), (3.130), (3.147), (3.168) can

be rewritten using the q-shifted factorial. For example, for the D2-case in (3.168), we have

ZD2-D2
1-loop (x, a|x′, a) = exp

− ∞∑
n=1

1
n

P[n]
ā P[−n]

ā

P[n]
4

(
x

x′

)n


=



(x/x′; qa)∞
∏

i ̸=a
(qiqax/x

′; qa)∞

(qax/x′; qa)∞
∏

i ̸=a
(q−1

i x/x′; qa)∞
, |qa| < 1,

(x/x′; q−1
a )∞

∏
i ̸=a

(q−1
i q−1

a x/x′; q−1
a )∞

(q−1
a x/x′; q−1

a )∞
∏

i ̸=a
(qix/x′; q−1

a )∞
, |qa| > 1.

(A.8)

For the D4-case when A = ab, Ā = cd and |qa|, |qb| < 1

ZD4-D4
1-loop (x,A |x′, A) = exp

− ∞∑
n=1

1
n

P[n]
Ā

P[−n]
Ā

P[n]
4

(
x

x′

)n


= (x/x′; qa, qb)∞(qcqdx/x
′; qa, qb)∞

(qcx/x′; qa, qb)∞(qdx/x′; qa, qb)∞
.

(A.9)

Other formulas in other analytic regions are written using the reflection formula in (A.3).
Similarly, for the D6-case with |qi| < 1 (i ∈ ā), we have

ZD6-D6
1-loop (x, ā |x′, ā) = exp

−∑
n>0

1
n

P[n]
a P[−n]

a

P[n]
4

(
x

x′

)n


= (x/x′; qb, qc, qd)∞
(qax/x′; qb, qc, qd)∞

(A.10)

where b, c, d ∈ ā.
For the D8-case, we have to take care of the analytic region. Since we are imposing the

Calabi-Yau condition q1q2q3q4 = 1, we can not simply take all of the parameters in the same
analytic region. We choose |q1|, |q2|, |q3| < 1 and |q4| > 1. For simplicity, we set K1,K2 = 0.
The one-loop perturbative factor is then written as

ZD8-D8
1-loop (x, 0|x′, 0) = exp

−∑
n>0

1
n

1
P[n]

4

(
x

x′

)n


= exp
(∑

n>0

1
n

q−n
4

(1− qn
1 )(1− qn

2 )(1− qn
3 )(1− q−n

4 )

(
x

x′

)n
)

= (q−1
4 x/x′; q1, q2, q3, q−1

4 )−1
∞ .

(A.11)

Other analytic regions can be obtained similarly using the reflection formula (A.3).
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A.2 Elliptic formulas

Let us also introduce the elliptic formulas used in the main section:

θ(x; p) = (x; p)∞(px−1; p)∞ = exp

−∑
m ̸=0

xm

m(1− pm)

 , |p| < 1. (A.12)

We have the following reflection property

θ(x−1; p) = −x−1θ(x; p). (A.13)

To study the commutativity of the elliptic qq-characters and the elliptic deformed screening
currents, one can use the following formulas.

Theorem A.1.
δ(x) = 1

1− x + x−1

1− x−1 ,
δ(x)

(p; p)2∞
= 1
θ(x; p) +

x−1

θ(x−1; p)
(A.14)

Proof. The first equation is well known. The second one is obtained using the first one as

1
θ(x; p) = 1

(x; p)∞(px−1; p)∞
= 1

(1− x)(x; p)∞(px−1; p)∞

=
(
δ(x)− x−1

1− x−1

)
1

(xp; p)∞(px−1; p)∞
= δ(x)

(p; p)2∞
− x−1

θ(x−1; p) .
(A.15)

B U(1) partition functions and structure functions

In this section, we summarize some properties of the functions frequently used in the main text.
We also give the explicit formulas of the U(1) partition functions for the D2, D4, D6 theories.

B.1 Structure functions

The structure functions in (3.67) were defined as

Va(x) = I[−P∨
ax

∨] = 1− qax

1− x ,

Sab(x) = I[−P∨
abx

∨] = (1− qax)(1− qbx)
(1− x)(1− qaqbx)

,

gā(x) = I[−P∨
āx

∨] =
∏

i ̸=a(1− qix)(1− qāx)
(1− x)∏i ̸=a(1− q−1

a q−1
i x)

,

AC4(x) = I[−P∨
4x

∨] =
∏4

i=1(1− qix)
∏4

i=1(1− q−1
i x)

(1− x)2∏i ̸=j(1− qiqjx)
.

(B.1)

We have the following properties

Sab(x) =
Va(x)
Va(qbx)

, gabc(x) =
Sab(x)
Sab(qcx)

, AC4(x) = gā(x)
gā(qax)

(B.2)
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and the reflection formulas

Va(x)= qaVa(q−1
a x−1)−1, Sab(x)= Sab(q−1

ab x
−1), gā(x)= gā(qax

−1)−1, AC4(x)=AC4(x−1).
(B.3)

The following functions were also defined to study the recursion formulas of the Nekrasov
factors for D2,D4,D6 theories. They are determined from the index of the observable bundles
Ya in (3.149), YA in (3.131), Yā in (3.107) for each theory after localization:

Ua
k,v(x)= I [Y∨

ax] =
(
1− v

x

)∏
∈k

Va

(
χa,v( )
x

)
=
(
1− vq

k
a

x

)
,

YA
λ,v(x)= I [Y∨

Ax] =
(
1− v

x

)∏
∈λ

SA

(
χA,v( )

x

)
=

∏
∈A(λ) (1−χA,v( )/x)∏

∈R(λ)(1−qAχA,v( )/x) ,

Wā
π,v(x)= I[Y∨

āx] =
(
1− v

x

)∏
∈π

gā

(
χā,v( )

x

)
∝

∏
∈A(π)

(
1−χā,v( )

x

) ∏
∈R(π)

(
1−q−1

a

χā,v( )
x

)
.

(B.4)
Although we did not use it in the main text, we formally can define a similar function for
the D8-D8 case using Y in (3.92)

MK
ρ,v(x) = I[Y∨x] = (1− v/x)

(1−Kv/x)
∏
∈ρ

AC4

(
χ4,v( )

x

)
. (B.5)

We can also define the dual functions as

Ua∨
k,v(x) = I

[
Yax

∨] = (
1− x

v

)∏
∈k

Va

(
q−1

a

x

χa,v( )

)−1

=
(
1− x

vqk
a

)
,

YA∨
λ,v (x) = I

[
YAx

∨] = (
1− x

v

)∏
∈λ

SA

(
q−1

A

x

χA,v( )

)
,

Wā∨
π,v(x) = I

[
Yāx

∨] = (
1− x

v

) ∏
∈π

gā

(
qa

x

χā,v( )

)−1

,

MK ∨
ρ,v (x) = I[Y4x

∨] = (1− x/v)
(1−K−1x/v)

∏
∈ρ

AC4

(
x

χ4,v( )

)
.

(B.6)

Note that we have the following reflection formulas

Ua∨
k,v(x) =

(
− x

vqk
a

)
Ua

k,v(x), YA∨
λ,v (x) =

(
−x
v

)
YA

λ,v(x),

Wā∨
π,v(x) =

(
−x
v

)
Wā

π,v(x), MK ∨
ρ,v (x) = KMK

ρ,v(x).
(B.7)

B.2 Examples of structure functions

Let us list some explicit formulas for low levels. For the D2 case, one can easily use the
formula in (B.4) so we omit it.
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D4 structure function. We focus on Y12
λ,v(x), and other cases are simply obtained by the

symmetries of the parameters. The 2d partitions are denoted as

{λ1, λ2, . . . , λℓ(λ)} (B.8)

where the q-coordinates are

vqi−1
1 qj−1

2 , 1 ≤ i ≤ ℓ(λ), 1 ≤ j ≤ λi. (B.9)

Up to level |λ| = 3, we have the following functions.

Young diagram λ Y12
λ,v(x)

∅ (1− v/x)

{1} (1−q1v/x)(1−q2v/x)
(1−q1q2v/x)

{1, 1} (1−q2
1v/x)(1−q2v/x)
(1−q2

1q2v/x)

{2} (1−q1v/x)(1−q2
2v/x)

(1−q1q2
2v/x)

{1, 1, 1} (1−q3
1v/x)(1−q2v/x)
(1−q3

1q2v/x)

{2, 1} (1−q2
1v/x)(1−q1q2v/x)(1−q2

2v/x)
(1−q2

1q2v/x)(1−q1q2
2v/x)

{3} (1−q1v/x)(1−q3
2v/x)

(1−q1q3
2v/x)

D6 structure function. For the D6-case, we focus only on W4̄
π,v(x). The plane partitions

are denoted as lists of numbers as

{{π11, π12, . . . π1n1}, {π21, π22, . . . π2n2} . . . {πm1, πm2, . . . πmnm}} (B.10)

where we used the (2, 1)-type description. The q-coordinates of the boxes in the plane
partition will be

vqi−1
1 qj−1

2 qk−1
3 , 1 ≤ i ≤ m, 1 ≤ j ≤ ni, 1 ≤ k ≤ πij . (B.11)

Denoting the number of boxes as k = |π|, we have the following functions up to level k = 3.
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plane partition π W4̄
π,v (x)

∅
(
1− v

x

)
{{1}} (1− q1v

x )(1− q2v

x )(1− q3v

x )(1− q1q2q3v

x )
(1− q1q2v

x )(1− q1q3v

x )(1− q2q3v

x )

{{1}, {1}}

(
1−

q2
1v

x

)
(1− q2v

x )(1− q3v

x )
(
1−

q2
1q2q3v

x

)
(
1−

q2
1q2v

x

)(
1−

q2
1q3v

x

)
(1− q2q3v

x )

{{2}}
(1− q1v

x )(1− q2v

x )
(
1−

q2
3v

x

)(
1−

q1q2q2
3v

x

)
(1− q1q2v

x )
(
1−

q1q2
3v

x

)(
1−

q2q2
3v

x

)
{{1, 1}}

(1− q1v

x )
(
1−

q2
2v

x

)
(1− q3v

x )
(
1−

q1q2
2q3v

x

)
(
1−

q1q2
2v

x

)
(1− q1q3v

x )
(
1−

q2
2q3v

x

)
{{3}}

(1− q1v

x )(1− q2v

x )
(
1−

q3
3v

x

)(
1−

q1q2q3
3v

x

)
(1− q1q2v

x )
(
1−

q1q3
3v

x

)(
1−

q2q3
3v

x

)
{{2, 1}}

(1− q1v

x )
(
1−

q2
2v

x

)
(1− q2q3v

x )
(
1−

q1q2
2q3v

x

)(
1−

q2
3v

x

)(
1−

q1q2q2
3v

x

)
(
1−

q1q2
2v

x

)
(1− q1q2q3v

x )
(
1−

q2
2q3v

x

)(
1−

q1q2
3v

x

)(
1−

q2q2
3v

x

)
{{1, 1, 1}}

(1− q1v

x )
(
1−

q3
2v

x

)
(1− q3v

x )
(
1−

q1q3
2q3v

x

)
(
1−

q1q3
2v

x

)
(1− q1q3v

x )
(
1−

q3
2q3v

x

)
{{2}, {1}}

(
1−

q2
1v

x

)
(1− q2v

x )(1− q1q3v

x )
(
1−

q2
1q2q3v

x

)(
1−

q2
3v

x

)(
1−

q1q2q2
3v

x

)
(
1−

q2
1q2v

x

)(
1−

q2
1q3v

x

)
(1− q1q2q3v

x )
(
1−

q1q2
3v

x

)(
1−

q2q2
3v

x

)
{{1, 1}, {1}}

(
1−

q2
1v

x

)
(1− q1q2v

x )
(
1−

q2
2v

x

)
(1− q3v

x )
(
1−

q2
1q2q3v

x

)(
1−

q1q2
2q3v

x

)
(
1−

q2
1q2v

x

)(
1−

q1q2
2v

x

)(
1−

q2
1q3v

x

)
(1− q1q2q3v

x )
(
1−

q2
2q3v

x

)
{{1}, {1}, {1}}

(
1−

q3
1v

x

)
(1− q2v

x )(1− q3v

x )
(
1−

q3
1q2q3v

x

)
(
1−

q3
1q2v

x

)(
1−

q3
1q3v

x

)
(1− q2q3v

x )

B.3 D6 partition functions

The partition function of the 7d U(1) theory on C3
ā × S1 is given from

ZD6
ā [π] = 1

Nā(v, π | v, π)
, Z̃D6

ā [π] =
∏
∈π

(
− qav

χā,v( )

)
ZD6

ā [π], (B.12)

where
Nā(v, π | v, π) =

∏
∈π

(1− v/χā,v( ))
(1− q−1

a χā,v( )/v)
∏
∈π
∈π

gā

(
χā,v( )
χā,v( )

)
. (B.13)

For simplicity, we only consider a = 4 and ZD6
4̄ [π]. Note that this comes from the following

character:
vinst = −N∨

123K123 + q4K∨
123N123 + P∨

123K∨
123K123,

N123 = v, K123 =
∑
∈π

χ123,v( ) =
∑

(x,y,z)∈π

vqx−1
1 qy−1

2 qz−1
3 . (B.14)
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The generating function of the plane partition is referred to as the MacMahon function,
which is given as

Z3(q) =
∑

π

q|π| =
∞∏

n=1

1
(1− qn)n

= 1 + q+ 3q2 + 6q3 + 13q4 + · · · . (B.15)

For levels of instanton k = |π| ≤ 3, the U(1) contribution is given as the following.

• k = 0, π = ∅:
1 (B.16)

• k = 1, π = {{1}}:
(1− q1q2)(1− q1q3)(1− q2q3)

(1− q1)(1− q2)(1− q3)
(B.17)

• k = 2

π= {{1},{1}} : q1(1−q1q2)(1−q21q2)(1−q1q3)(1−q21q3)(q1−q2q3)
(1−q1)(1−q21)(1−q2)(q1−q2)(1−q3)(q1−q3)

,

π= {{2}} : (1−q1q2)q3(−q1q2+q3)(1−q1q3)(1−q2q3)(1−q1q23)(1−q2q23)
(1−q1)(1−q2)(1−q3)(−q1+q3)(−q2+q3)(1−q23)

,

π= {{1,1,}} : q2(1−q1q2)(1−q1q22)(1−q1q3)(q2−q1q3)(1−q2q3)(1−q22q3)
(1−q1)(1−q2)(−q1+q2)(1−q22)(1−q3)(q2−q3)

(B.18)

• k = 3

π= {{3}} :
(1−q1q2)q3

3(−q1q2+q3)(1−q1q3)(1−q2q3)(−q1q2+q2
3)(1−q1q

2
3)(1−q2q

2
3)(1−q1q

3
3)(1−q2q

3
3)

(1−q1)(1−q2)(1−q3)(−q1+q3)(−q2+q3)(1−q2
3)(−q1+q2

3)(−q2+q2
3)(1−q3

3)
π= {{2,1}} :
q2 (1−q1q2)2

q3
(
−q1q

2
2+q3

)
(1−q1q3)2 (1−q2q3)

(
1−q2

2q3
)(
q2−q1q

2
3
)

(1−q1)(1−q2)2 (−q1+q2)(1−q3)2 (−q1+q3)(−q2
2+q3)(q2−q2

3)
π= {{1,1,1}} :
q3

2(1−q1q2)(1−q1q
2
2)(1−q1q

3
2)(1−q1q3)(q2−q1q3)(q2

2−q1q3)(1−q2q3)(1−q2
2q3)(1−q3

2q3)
(1−q1)(1−q2)(−q1+q2)(1−q2

2)(−q1+q2
2)(1−q3

2)(1−q3)(q2−q3)(q2
2−q3)

π= {{2},{1}} :
q1(1−q1q2)2q3(−q2

1q2+q3)(1−q1q3)(1−q2
1q3)(1−q2q3)2(1−q1q

2
3)(q1−q2q

2
3)

(1−q1)2(1−q2)(q1−q2)(1−q3)2(−q2
1+q3)(−q2+q3)(q1−q2

3)
π= {{1,1}{1}} :
q1q2(1−q1q2)(1−q2

1q2)(1−q1q
2
2)(1−q1q3)2(q2−q2

1q3)(1−q2q3)2(q1−q2
2q3)

(1−q1)2(1−q2)2(−q2
1+q2)(q1−q2

2)(1−q3)(q1−q3)(q2−q3)
π= {{1},{1},{1}} :
q3

1(1−q1q2)(1−q2
1q2)(1−q3

1q2)(1−q1q3)(1−q2
1q3)(1−q3

1q3)(1−q2q3)(q1−q2q3)(q2
1−q2q3)

(1−q1)(1−q2
1)(1−q3

1)(1−q2)(q1−q2)(q2
1−q2)(1−q3)(q1−q3)(q2

1−q3)
(B.19)
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Therefore, in the simplest case when there is only one box in the plane partition, we have

ZD6
4̄ [{{1}}] = (1−q1q2)(1−q1q3)(1−q2q3)

(1−q1)(1−q2)(1−q3)
, Z̃D6

4̄ [{{1}}] =−q4
(1−q1q2)(1−q1q3)(1−q2q3)

(1−q1)(1−q2)(1−q3)
.

(B.20)
Under the NS limit q4 → 1 and q1,2,3 → q1,2,3, the partition function becomes trivial:
Z̃D6
4̄ [π] = 1. For example, we have

Z̃D6
4̄ [{{1}}] −→ −(1− q1q2)(1− q1q3)(1− q2q3)

(1− q1)(1− q2)(1− q3)
= 1. (B.21)

Hence, under this limit the total U(1) partition function becomes the MacMahon function:

ZD6
4̄,inst.[U(1)] =

∑
π

q|π|Z̃D6
4̄ [π] q4→1−−−→ Z3(q) =

∑
π

q|π|. (B.22)

Recursion formulas. For low levels, using the explicit form of the partition functions,
we can write down the recursion formula for ZD6

4̄ [π] as

π π + χ4̄,v( ) ZD6
4̄ [π + ]/ZD6

4̄ [π]

∅ {{1}} v (1−q1q2)(1−q1q3)(1−q2q3)
(1−q1)(1−q2)(1−q3)

{{1}} {{1}, {1}} vq1
q1(1−q2

1q2)(1−q2
1q3)(q1−q2q3)

(1−q2
1)(q1−q2)(q1−q3)

{{1}} {{2}} vq3
q3(q3−q1q2)(1−q1q2

3)(1−q2q2
3)

(q3−q1)(q3−q2)(1−q2
3)

{{1}} {{1, 1}} vq2
q2(1−q1q2

2)(q2−q1q3)(1−q2
2q3)

(q2−q1)(1−q2
2)(q2−q3)

{{1}, {1}} {{1}, {1}, {1}} vq21
q2

1(1−q3
1q2)(1−q3

1q3)(q2
1−q2q3)

(1−q3
1)(q2

1−q2)(q2
1−q3)

{{1}, {1}} {{1, 1}, {1}} vq2
(1−q2

1)(q1−q2)q2(1−q1q2
2)(1−q1q3)(q2−q2

1q3)(1−q2q3)(q1−q2
2q3)

(1−q1)(1−q2)(q2−q2
1)(q1−q2

2)(q2−q3)(1−q2
1q3)(q1−q2q3)

{{1}, {1}} {{2}, {1}} vq3
(1−q2

1)(1−q1q2)(q1−q3)q3(q3−q2
1q2)(1−q2q3)(1−q1q2

3)(q1−q2q2
3)

(1−q1)(1−q2
1q2)(1−q3)(q3−q2

1)(q3−q2)(q1−q2q3)(q1−q2
3)

{{2}} {{2}, {1}} vq1
q1(1−q1q2)(q3−q1)(q3−q2

1q2)(1−q2
1q3)(1−q2q3)(1−q2

3)(q1−q2q2
3)

(1−q1)(q1−q2)(1−q3)(q3−q2
1)(q3−q1q2)(q1−q2

3)(1−q2q2
3)

{{2}} {{2, 1}} vq2
q2(1−q1q2)(q3−q2)(q3−q1q2

2)(1−q1q3)(1−q2
2q3)(1−q2

3)(q2−q1q2
3)

(1−q2)(q2−q1)(1−q3)(q3−q1q2)(q3−q2
2)(q2−q2

3)(1−q1q2
3)

{{2}} {{3}} vq23
q2

3(q2
3−q1q2)(1−q1q3

3)(1−q2q3
3)

(q2
3−q1)(q2

3−q2)(1−q3
3)

{{1, 1}} {{1, 1, 1}} vq22
q2

2(1−q1q3
2)(q2

2−q1q3)(1−q3
2q3)

(q2
2−q1)(1−q3

2)(q2
2−q3)

{{1, 1}} {{1, 1}, {1}} vq1
q1(q2−q1)(1−q2

1q2)(1−q2
2)(1−q1q3)(q2−q2

1q3)(1−q2q3)(q1−q2
2q3)

(1−q1)(1−q2)(q2−q2
1)(q1−q2

2)(q1−q3)(q2−q1q3)(1−q2
2q3)

{{1, 1}} {{2, 1}} vq3
(1−q1q2)(1−q2

2)(q2−q3)q3(q3−q1q2
2)(1−q1q3)(q2−q1q2

3)(1−q2q2
3)

(1−q2)(1−q1q2
2)(1−q3)(q3−q1)(q3−q2

2)(q2−q1q3)(q2−q2
3)
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Using the explicit forms of W4̄
π,v(x), we can compute the following function for low levels:

Res
x=χ4̄,v( )

x−1W4̄
π,v(x)−1

Res
x=χ4̄,v( )

x−1W4̄
π+ ,v(q−1

4 x)−1
, (B.23)

where note that Res
x′=q4χ4̄,x( )

x′−1W4̄
π,x(q−1

4 x′)−1 = Res
x=χ4̄,v( )

x−1W4̄
π,v(x)−1. The results are

π π + χ4̄,v( )
Res

x=χ4̄,v( )
x−1W4̄

π,v(x)−1

Res
x=χ4̄,v( )

x−1W4̄
π+ ,v

(q−1
4 x)−1

∅ {{1}} v q−1
123

(1−q1q2)(1−q1q3)(1−q2q3)
(1−q1)(1−q2)(1−q3)

{{1}} {{1}, {1}} vq1 − (q2
1q2−1)(q2

1q3−1)(q1−q2q3)
q1(q2

1−1)(q1−q2)q2(q1−q3)q3

{{1}} {{2}} vq3
(q1q2−q3)(q1q2

3−1)(q2q2
3−1)

q1q2(q1−q3)(q2−q3)q3(q2
3−1)

{{1}} {{1, 1}} vq2 − (q1q2
2−1)(q1q3−q2)(q2

2q3−1)
q1(q1−q2)q2(q2

2−1)(q2−q3)q3

{{1}, {1}} {{1}, {1}, {1}} vq21 − (q3
1q2−1)(q3

1q3−1)(q2
1−q2q3)

q1(q3
1−1)(q2

1−q2)q2(q2
1−q3)q3

{{1}, {1}} {{1, 1}, {1}} vq2 − (q2
1−1)(q1−q2)(q1q2

2−1)(q1q3−1)(q2
1q3−q2)(q2q3−1)(q1−q2

2q3)
(q1−1)q1(q2

1−q2)(q2−1)q2(q1−q2
2)(q2−q3)q3(q2

1q3−1)(q1−q2q3)

{{1}, {1}} {{2}, {1}} vq3
(q2

1−1)(q1q2−1)(q1−q3)(q2
1q2−q3)(q2q3−1)(q1q2

3−1)(q1−q2q2
3)

(q1−1)q1q2(q2
1q2−1)(q2

1−q3)(q2−q3)(q3−1)q3(q1−q2q3)(q1−q2
3)

{{2}} {{2}, {1}} vq1 − (q1q2−1)(q1−q3)(q2
1q2−q3)(q2

1q3−1)(q2q3−1)(q2
3−1)(q1−q2q2

3)
(q1−1)q1(q1−q2)q2(q2

1−q3)(q1q2−q3)(q3−1)q3(q1−q2
3)(q2q2

3−1)

{{2}} {{2, 1}} vq2 − (q1q2−1)(q2−q3)(q1q2
2−q3)(q1q3−1)(q2

2q3−1)(q2
3−1)(q1q2

3−q2)
q1(q1−q2)(q2−1)q2(q1q2−q3)(q2

2−q3)(q3−1)q3(q2−q2
3)(q1q2

3−1)

{{2}} {{3}} vq23
(q1q2−q2

3)(q1q3
3−1)(q2q3

3−1)
q1q2q3(q1−q2

3)(q2−q2
3)(q3

3−1)

{{1, 1}} {{1, 1, 1}} vq22 − (q1q3
2−1)(q1q3−q2

2)(q3
2q3−1)

q1q2(q1−q2
2)(q3

2−1)(q2
2−q3)q3

{{1, 1}} {{1, 1}, {1}} vq1 − (q1−q2)(q2
1q2−1)(q2

2−1)(q1q3−1)(q2
1q3−q2)(q2q3−1)(q1−q2

2q3)
(q1−1)q1(q2

1−q2)(q2−1)q2(q1−q2
2)(q1−q3)q3(q1q3−q2)(q2

2q3−1)

{{1, 1}} {{2, 1}} vq3
(q1q2−1)(q2

2−1)(q2−q3)(q1q2
2−q3)(q1q3−1)(q1q2

3−q2)(q2q2
3−1)

q1(q2−1)q2(q1q2
2−1)(q1−q3)(q2

2−q3)(q3−1)q3(q1q3−q2)(q2−q2
3)

We then have the following relation.

Theorem B.1. The recursion formula of the U(1) partition function Z̃D6
ā [π] is related with

the functions Wā
π,v(x):

Z̃D6
ā [π + ]
Z̃D6

ā [π]
= −

Res
x′=qaχā,v( )

x′−1Wā
π,v(q−1

a x′)−1

Res
x′=χā,v( )

x′−1Wā
π+ ,v(q−1

a x′)−1 (B.24)

Proof. The nontrivial part of this recursion formula is the minus sign appearing on the
right-hand side. To obtain this minus sign, one needs to take care of the collision terms
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carefully. A general proof for this recursion formula can be obtained following the discussion
in [64, section 5.1.1].

The above formula is written in a simple form as

Z̃D6
ā [π + ]
Z̃D6

ā [π]
= −

Res
x′=qaχā,v( )

x′−1Wā
π,v(q−1

a x′)−1

Res
x′=χā,v( )

x′−1Wā
π+ ,v(q−1

a x′)−1

= −
lim

x′→χā,v( )
(1− χā,v( )/x′)Wā

π,v(x′)−1

lim
x′→χā,v( )

(1− χā,v( )/x′)Wā
π+ ,v(q−1

a x′)−1

= −
Wā

π+ ,v(q−1
a χā,v( ))

Wā
π,v(χā,v( )) .

(B.25)

The numerator and denominator are both singular and the inserting χā,v( ) diverges. However,
such singular terms cancel with each other so the total formula itself is well-defined.

B.4 D4 partition functions

The U(1) contribution of the 5d affine quiver gauge theory is given from

ZD4
A [λ; qinf(Ā)] =

NA(qinf(Ā)v, λ | v, λ)
NA(v, λ | v, λ)

, Z̃D4
A [λ] = q

−|λ|
inf(Ā)Z

D4
A [λ; qinf(Ā)], (B.26)

where

NA(v, λ | v, λ) =
∏
∈λ

(
1− qAχA,v( )

v

) ∏
∈λ

(
1− v

χA,v( )

) ∏
∈λ
∈λ

SA

(
χA,v( )
χA,v( )

)
. (B.27)

For simplicity, we only consider A = 12 and ZD4
12 [λ; q3]. Note that this form comes from

the character

vinst = −N∨
12P∨

3 K12 −N12q
−1
12 P∨

3 K∨
12 + K∨

12P∨
123K12,

N12 = v, K12 =
ℓ(λ)∑
i=1

λi∑
j=1

vqi−1
1 qj−1

2 .
(B.28)

The generating function for the 2d partition is given as

Z2(q) =
∑

λ

q|λ| =
∞∏

n=1

1
1− qn

= 1 + q+ 2q2 + 3q3 + 5q4 + · · · . (B.29)

For low levels, the U(1) contribution ZD4
12 [λ; q3] is given as follows.

• k = 1, λ = {1}:
(1− q1q3) (1− q2q3)
(1− q1) (1− q2)

(B.30)
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• k = 2

λ = {2} : (1− q1q3) (q2 − q1q3) (1− q2q3)
(
1− q22q3

)
(1− q1) (1− q2) (q2 − q1)

(
1− q22

)
λ = {1, 1} : (1− q1q3)

(
1− q21q3

)
(1− q2q3) (q1 − q2q3)

(1− q1)
(
1− q21

)
(1− q2) (q1 − q2)

(B.31)

• k = 3

λ = {3} : (1− q1q3) (q2 − q1q3)
(
q22 − q1q3

)
(1− q2q3)

(
1− q22q3

) (
1− q32q3

)
(1− q1) (1− q2) (q2 − q1)

(
1− q22

) (
q22 − q1

) (
1− q32

)
λ = {2, 1} : (1− q1q3)2

(
q2 − q21q3

)
(1− q2q3)2

(
q1 − q22q3

)
(1− q1)2 (1− q2)2

(
q2 − q21

) (
q1 − q22

)
λ = {1, 1, 1} : (1− q1q3)

(
1− q21q3

) (
1− q31q3

)
(1− q2q3) (q1 − q2q3)

(
q21 − q2q3

)
(1− q1)

(
1− q21

) (
1− q31

)
(1− q2) (q1 − q2)

(
q21 − q2

)
(B.32)

Therefore, in the simplest case when there is only one instanton, we have

ZD4
12 [{1}; q3] =

(1− q1q3)(1− q2q3)
(1− q1)(1− q2)

,

Z̃D4
12 [{1}] = q−1

3
(1− q1q3)(1− q2q3)
(1− q1)(1− q2)

= (1− q1q3)(1− q1q4)
(1− q1)(1− q1q3q4)

= S34(q1).
(B.33)

Note that we have S34(q1) = S34(q2).

Under the NS limit q4 → 1 and q1,2,3 → q1,2,3, the U(1) instanton partition function
trivialize: Z̃D4

12 [λ] = 1. For example, we have

Z̃D4
12 [{1}] = (1− q1q3)(1− q1q4)

(1− q1)(1− q1q3q4)
−→ (1− q1q3)(1− q1)

(1− q1)(1− q1q3)
= 1. (B.34)

The U(1) instanton partition function becomes the generating function of the 2d partition:

ZD4
12,inst.[U(1)] =

∑
λ

q|λ|Z̃D4
12 [λ] q4→1−−−→ Z2(q) =

∑
λ

q|λ|. (B.35)
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Recursion formulas for U(1) contribution. Using the explicit formulas, let us write
down the recursion formula for the U(1) contribution coming from ZD4

12 [λ; q3].

λ λ+ χ12,v( ) ZD4
12 [λ+ ; q3]/ZD4

12 [λ; q3]

∅ {1} v (1−q1q3)(1−q2q3)
(1−q1)(1−q2)

{1} {1, 1} vq1
(1−q2

1q3)(q1−q2q3)
(1−q2

1)(q1−q2)

{1} {2} vq2
(q2−q1q3)(1−q2

2q3)
(q2−q1)(1−q2

2)

{1, 1} {2, 1} vq2
(1−q2

1)(q1−q2)(1−q1q3)(q2−q2
1q3)(1−q2q3)(q1−q2

2q3)
(1−q1)(1−q2)(q2−q2

1)(q1−q2
2)(1−q2

1q3)(q1−q2q3)

{1, 1} {1, 1, 1} vq21
(1−q3

1q3)(q2
1−q2q3)

(1−q3
1)(q2

1−q2)

{2} {3} vq22
(q2

2−q1q3)(1−q3
2q3)

(q2
2−q1)(1−q3

2)

{2} {2, 1} vq1
(q2−q1)(1−q2

2)(1−q1q3)(q2−q2
1q3)(1−q2q3)(q1−q2

2q3)
(1−q1)(1−q2)(q2−q2

1)(q1−q2
2)(q2−q1q3)(1−q2

2q3)

(B.36)

Using the explicit forms of Y12
λ,v(x), we can also compute the following function for

low levels:

Res
x=q−1

3 χ12,v( )
x−1 Y12

λ,v(x)
Y12

λ,v
(q3x)

Res
x=q−1

34 χ12,v( )
x−1 Y12

λ+ ,v
(x)

Y12
λ+ ,v

(q3x)

. (B.37)

The results are

λ λ+ χ12,v( )
Res

x=q−1
3 χ12,v( )

x−1
Y12

λ,v
(x)

Y12
λ,v

(q3x)

Res
x=q−1

34 χ12,v( )
x−1

Y12
λ+ ,v

(x)

Y12
λ+ ,v

(q3x)

∅ {1} v −q−1
3

(1−q1q3)(1−q2q3)
(1−q1)(1−q2)

{1} {1, 1} vq1 −(q2
1q3−1)(q1−q2q3)
(q2

1−1)(q1−q2)q3

{1} {2} vq2
(q2−q1q3)(q2

2q3−1)
(q1−q2)(q2

2−1)q3

{1, 1} {2, 1} vq2 − (q1+1)(q1−q2)(q1q3−1)(q2
1q3−q2)(q2q3−1)(q1−q2

2q3)
(q2

1−q2)(q2−1)(q1−q2
2)q3(q2

1q3−1)(q1−q2q3)

{1, 1} {1, 1, 1} vq21 −(q3
1q3−1)(q2

1−q2q3)
(q3

1−1)(q2
1−q2)q3

{2} {3} vq22
(q2

2−q1q3)(q3
2q3−1)

(q1−q2
2)(q3

2−1)q3

{2} {2, 1} vq1 − (q1−q2)(q2+1)(q1q3−1)(q2
1q3−q2)(q2q3−1)(q1−q2

2q3)
(q1−1)(q2

1−q2)(q1−q2
2)q3(q1q3−q2)(q2

2q3−1)

(B.38)
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Comparing the two relations, one will see we have the following relation

Res
x=q−1

3 χ12,v( )
x−1 Y12

λ,v(x)
Y12

λ,v
(q3x)

Res
x=q−1

34 χ12,v( )
x−1 Y12

λ+ ,v
(x)

Y12
λ+ ,v

(q3x)

= −q−1
3
ZD4
12 [λ+ ; q3]
ZD4
12 [λ ; q3]

= −Z̃
D4
12 [λ+ ]
Z̃D4
12 [λ]

. (B.39)

Generally, we have the following theorem.

Theorem B.2. The recursion relation of the U(1) partition function of the 5d N = 1∗ theory
is written using the residues of the Y-functions as

Z̃D4
A [λ+ ]
Z̃D4

A [λ]
= −

Res
x=q−1

inf(Ā)χA,v( )
x−1 YA

λ,v(x)
YA

λ,v
(qinf(Ā)x)

Res
x=qAχA,v( )

x−1 YA
λ+ ,v

(x)
YA

λ+ ,v
(qinf(Ā)x)

. (B.40)

At one-instanton level, we explicitly have

Z̃D4
ab [{1}] = Sab(qa) = Sab(qb) (B.41)

Proof. The nontrivial part is the minus sign arising on the right-hand side. This formula can
be obtained following the discussion in [64, section 5.1.1].

The recursion relation above can be written in a rather symmetric way:

Z̃D4
ab [λ+ ]
Z̃D4

ab [λ]
= − lim

x→q−1
c χab,v( )

(
1− q−1

c χab,v( )
x

)
Yab

λ,v(x)
Yab

λ,v(qcx)

×
(

lim
x→qabχab,v( )

(
1− qabχab,v( )

x

)
Yab

λ+ ,v(x)
Yab

λ+ ,v(qcx)

)−1

= −
Yab

λ,v(q−1
c χab,v( ))Yab

λ+ ,v(q
−1
d χab,v( ))

Yab
λ,v(χab,v( ))Yab

λ+ ,v(q
−1
cd χab,v( ))

(B.42)

where A = ab, Ā = cd (c < d) and ∈ A(λ). The numerators come from the fact that they
have no pole when taking the limit. For the denominators, both of them are singular but the
singular part will cancel with each other and the above formula itself is well-defined.

B.5 D2 partition functions

The U(1) contribution of the 3d gauge theory is given from

ZD2
a [k ; qi, qj ] =

Na(qiv, k | v, k)Na(qjv, k | v, k)
Na(v, k | v, k)Na(qiqjv, k | v, k)

(B.43)

where

Na(v1, k1|v2, k2) =

∏
∈k2

(1− v1/χa,v2( ))∏
∈k1

(1− qaχa,v1( )/v2)
∏
∈k1
∈k2

Va

(
χa,v1( )
χa,v2( )

)
. (B.44)
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The D2 Nekrasov factor explicitly is given

Na(v1, k1 | v2, k2) = I
[
v2
v1

1− qk2−k1
a

1− qa

]
=



k2−k1∏
l=1

(
1− v1

v2
q−l+1

a

)
, k2 > k1,

1, k1 = k2,

k1−k2∏
l=1

(
1− v1

v2
ql−1

a

)
, k1 > k2.

(B.45)

For simplicity, we only consider the case a = 4. Note that the character for the U(1) case is

vinst. = P∨
A

(
N∨

4 K4 − q−1
4 N4K∨

4 −P∨
4 K∨

4 K4
)
, A ∈ {12, 13, 23},

N4 = v, K4 =
k∑

j=1
vqj−1

4 = v
1− qk

4
1− q4

.
(B.46)

Explicitly, we can show that the partition is trivial:

N∨
4 K4 − q−1

4 N4K∨
4 −P∨

4 K∨
4 K4

= 1
1− q4

(
1− qk

4 + 1− q−k
4 − (1− q−k

4 )(1− qk
4 )
)

=0.

(B.47)

Thus, the U(1) partition function is given

ZD2
4 [k; qi, qj ] = 1. (B.48)

Generally, we have

ZD2
a [k; qi, qj ] = 1. (B.49)

The recursion formula of the Nekrasov factor Na(v, λ | v, λ) in terms of the U-functions is

Na(v, k + | v, k + )
Na(v, k | v, k)

= −
(
− vqk

a

χa,v( )

) Res
x′=χa,v( )

x′−1
Ua

k+ ,v(qax
′)−1

Res
x′=χa,v( )

x′−1Ua
k,v(x′)−1

= −
(
− vqk

a

χa,v( )

)
Ua

k,v(χa,v( ))
Ua

k+ ,v(qaχa,v( )) .

(B.50)

Note that the second equation is still well-defined although the numerator and denominator
are singular themselves. This is because the singularities cancel with each other. Note also
that k + = k + 1 for the vortex partition function.

For the adjoint contributions, we have

Na(mv, k + | v, k + )
Na(mv, k | v, k)

=
Ua

k,v(m−1χa,v( ))
Ua∨

k+ ,v(mqaχa,v( ))

=
(
− vqk

a

mχa,v( )

)
Ua

k,v(m−1χa,v( ))
Ua

k+ ,v(mqaχa,v( ))

(B.51)
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In this case, both the numerator and denominator themselves are already non-singular and
well-defined. Combining these, we have

ZD2
a [k + ; qi, qj ]
ZD2

a [k; qi, qj ]

=−
Ua

k,v(q
−1
i χa,v( ))

Ua
k+ ,v(qiqaχa,v( ))

Ua
k,v(q

−1
j χa,v( ))

Ua
k+ ,v(qjqaχa,v( ))

Ua
k+ ,v(qijqaχa,v( ))
Ua

k,v(q
−1
ij χa,v( ))

Ua
k+ ,v(qaχa,v( ))
Ua

k,v(χa,v( )) .

(B.52)

Although, indeed we can rewrite using the U-functions, the right-hand side will trivialize
after computation.

Since the D2 Nekrasov factor (B.45) does not disappear generally, the partition function
for the U(na) (a ∈ 4) case does not disappear. Denoting the U(na) partition function as
ZD2

a [v⃗a, k⃗a], we have

ZD2
a [v⃗a, k⃗a] =

na∏
α=1
ZD2

a [k(α)a ; qi(a), qj(a)]
∏
α<β

ZD2-D2
a|a (va,α, k

(α)
a |va,β , k

(β)
a )

=
∏
α,β

Na(qi(a)va,α, k
(α)
a |va,β , k

(β)
a )Na(qj(a)va,α, k

(α)
a |va,β , k

(β)
a )

Na(qi(a)qj(a)va,α, k
(α)
a |va,β , k

(β)
a )Na(va,α, k

(α)
a |va,β , k

(β)
a )

=
∏
α ̸=β

Na(qi(a)va,α, k
(α)
a |va,β , k

(β)
a )Na(qj(a)va,α, k

(α)
a |va,β , k

(β)
a )

Na(qi(a)qj(a)va,α, k
(α)
a |va,β , k

(β)
a )Na(va,α, k

(α)
a |va,β , k

(β)
a )

,

(B.53)

where we used Na(v, λ|v, λ) = 1.
Let us focus on the a = 4 case:

ZD2
4 [v⃗, k⃗] =

∏
α,β

N4(qivα, k
(α)|vβ , k

(β))N4(qjvα, k
(α)|vβ , k

(β))
N4(vα, k(α)|vβ , k(β))N4(qiqjvα, k(α)|vβ , k(β))

, (B.54)

where we kept the U(1) part for convention. The recursive relation is given as

ZD2
4 [v⃗, k⃗+ ]
ZD2

4 [v⃗, k⃗]

=
∏
β ̸=α

U4
kβ ,vβ

(q4χ4,vα( ))U4
kβ ,vβ

(qij4χ4,vα( ))U4
kβ ,vβ

(q−1
i χ4,vα( ))U4

kβ ,vβ
(q−1

j χ4,vα( ))
U4

kβ ,vβ
(χ4,vα( ))U4

kβ ,vβ
(q−1

ij χ4,vα( ))U4
kβ ,vβ

(q4iχ4,vα( ))U4
kβ ,vβ

(q4jχ4,vα( ))

×−
U4

kα,vα
(q−1

i χ4,vα( ))
U4

kα+ ,vα
(qiq4χ4,vα( ))

U4
kα,vα

(q−1
j χ4,vα( ))

U4
kα+ ,vα

(qjq4χ4,vα( ))
U4

kα+ ,vα
(qijq4χ4,vα( ))

U4
kα,vα

(q−1
ij χ4,vα( ))

U4
kα+ ,vα

(q4χ4,vα( ))
U4

kα,vα
(χ4,vα( ))

(B.55)
where we shortly wrote v⃗ = (vα)n

α=1, k⃗ = (kα)n
α=1 and assumed ∈ A(k(α)), ∃α.

C Zero modes of vertex operators

Let us check that the zero modes discussed in (4.61) and (4.62) indeed satisfy the conditions
in (4.5), (4.44), (4.32), (4.18), (4.11), (4.54), (4.56), (4.58). Moreover, the notation we use
also obeys (4.65).
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Lemma C.1 (Zero modes). The free field realizations

a0(x) = et0 , sa,0(x) = x−(log qa)−1t0e−(log qa)−1∂̃t , xab,0(x) = elog qa log qb t̃0 ,

wā,0(x) = x− log qa t̃0e− log qa log(−qa )̃t0e− log qa∂t , z̃K
0 (x) = x− logK t̃0e− logK log(−K )̃t0e− logK∂t

(C.1)
obey (4.5), (4.44), (4.32), (4.18), (4.11), (4.54), (4.56), (4.58).

Proof. Let us consider the commutation relations of the zero modes with a0(x). Obviously,
using (4.63), we have (4.5), (4.44), (4.32):

a0(x)a0(x′) = a0(x′)a0(x), a0(x)s0(x′) = s0(x′)a0(x), a0(x)xA,0(x′) = xA,0(x′)a0(x).
(C.2)

For the D0-D6 and D0-D8 relations, we have

wā,0(x)a0(x′) = q−1
a a0(x′)wā,0(x), z̃K

0 (x)a0(x′) = K−1a0(x′)z̃K
0 (x), (C.3)

which give (4.18), (4.11). Let us next consider the commutation relations of the zero modes
with sa,0(x). For the D2a-D2b (a ̸= b) case, we obviously have

sa,0(x)sb,0(x′) = sb,0(x′)sa,0(x) (C.4)

which gives (4.54). The D2c-D4A case where A = ab, Ā = cd is given as

sc,0(x)xab,0(x′) = e
− log qc log qd

log qc
[∂̃t,t̃0]xab,0(x′)sc,0(x)

= q−1
d xab,0(x′)sc,0(x).

(C.5)

Switching c↔ d, we also obtain

sd,0(x)xab,0(x′) = q−1
c xab,0(x′)sd,0(x), (C.6)

and obtain (4.56). The D2a-D6ā case (4.58) comes from

sa,0(x)wā,0(x′) = −qax
′ : sa,0(x)wā,0(x′) :, wā,0(x′)sa,0(x) = x : sa,0(x)wā,0(x′) : (C.7)

Corollary C.2. The zero modes obey the relations in (4.65).

Proof. The relation between sa,0(x) and a0(x) is given

: sa,0(x)
sa,0(qax)

:= x−(log qa)−1t0

(qax)−(log qa)−1t0
= et0 = a0(x). (C.8)

The relation between wabc,0(x) and xab,0(x) is given

: wabc,0(x)
wabc,0(qcx)

:= qlog qd t̃0
c = elog qc log qd t̃0 = xab,0(x) (C.9)

where {a, b, c, d} = 4. For z̃K
0 (x) and wā,0(x), we have

z̃qa
0 (x) = wā,0(x). (C.10)

Using this relation, one can also show that we have the relation

: wā,0(x)
wā,0(Kx)

:=: z̃K
0 (x)

z̃K
0 (qax)

: (C.11)
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Proposition C.3 (Contraction formulas). Under the above free field realizations of the zero
modes, the contraction formulas are

A(x)Sa(x′) = gā
(
x′/x

)−1 : A(x)Sa(x′) :, (C.0.12a)

Sa(x′)A(x) = gā(qax/x
′) : A(x)Sa(x′) :, (C.0.12b)

A(x)XA(x′) = SĀ(x′/x)−1 : A(x)XA(x′) :, (C.0.13d)

XA(x′)A(x) = SĀ(qAx/x
′)−1 : XA(x′)A(x) :, (C.0.13e)

A(x)Wā(x′) = Va
(
x′/x

)−1 : A(x)Wā(x′) :, (C.0.14d)

Wā(x′)A(x) = q−1
a Va(q−1

a x/x′) : Wā(x′)A(x) : (C.0.14e)

A(x)Z̃K(x′) = 1− x′/x
1−Kx′/x : A(x)Z̃K(x′) :, (C.0.15d)

Z̃K(x′)A(x) = K−1 1− x/x′
1−K−1x/x′

: A(x)Z̃K(x′) :, (C.0.15e)

Sa(x)Sb(x′) = Sab(qax
′/x) : Sa(x)Sb(x′) :, (C.0.16d)

Sb(x′)Sa(x) = Sab(qbx/x
′) : Sa(x)Sb(x′) :, (C.0.16e)

XA(x)Sc(x′) = Vd

(
qAx

′/x
)−1 : XA(x)Sc(x′) :, (C.0.17d)

Sc(x′)XA(x) = q−1
d Vd

(
q−1

d q−1
A x/x′

)
: XA(x)Sc(x′) :, (C.0.17e)

Wā(x)Sa(x′) = x′
1

1− q−1
a x′/x

: Wā(x)Sa(x′) :, (C.0.18d)

Sa(x′)Wā(x) = (−qax)
1

1− qax/x′
: Wā(x)Sa(x′) : (C.0.18e)

D Supergroup gauge theory

In this section, we review the instanton partition function of supergroup gauge theories in
5d theories. From the D-brane perspective, we need to include ghost D4-branes, denoted
by D4−, in the system. The partition functions were first derived by [93] (see also [97] for
a review). The quantum algebraic perspective was studied in [99] for A, D-quiver gauge
theories. The discussion here is complementary to the discussion in [99].

D.1 Contour integral formula and partition functions

We consider 5d gauge theories on C2
12× S1. The instanton partition functions of superunitary

groups U(n+|n−) are described by changing the character to super characters:

N = N+ −N−, K = K+ −K−,

N± =
n±∑

α=1
ea±

α =
n±∑

α=1
v±α , K± =

k±∑
I=1

eϕ±
I =

k±∑
I=1

x±I .
(D.1)
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The partition function is given by inserting these characters to (3.76) or generally to (3.135).
Let us focus on the affine quiver gauge theory case whose character is44

vinst. = −P∨
34N∨K + P∨

123K∨K

= −
∑

σ,σ′=±
σσ′P∨

34Nσ ∨Kσ′ +
∑

σ,σ′=±
σσ′P∨

123Kσ∨Kσ′
. (D.2)

The contour integral is then given by

ZD4
12,k+|k−

= I[vinst.] =
Gk+
4̄ G

k−
4̄

k+! k−!

∮ ∏
σ=±

kσ∏
I=1

dxσ
I

2πιxσ
I

∏
σσ′=±

nσ∏
α=1

kσ′∏
I=1

S34

(
vσ

α

xσ′
I

)σσ′

×
∏

σ,σ′=±

∏
I=1,...,kσ
J=1,...,kσ′
(I,σ) ̸=(J,σ′)

g4̄

(
xσ

I

xσ′
J

)−σσ′

.
(D.3)

The instanton partition function is schematically written as

Zinst. =
∑

k±≥0
qk+−k−ZD4

12,k+|k−
. (D.4)

Note that the topological term is in the opposite power compared to the normal group
case. The supergroup analogue of the gauge origami of the spiked instantons is obtained
in a similar way.

The contour integral will localize on the poles classified by (n+, n−)-tuples of Young
diagrams:

v⃗ = (vσ
α)σ=±

α=1,...,nσ
, λ⃗ = (λ(α)σ )σ=±

α=1,...,nσ
,

nσ∑
α=1
|λ(α)σ | = kσ

{xσ
I }I=1,...,kσ → {χ12,v+

α
( )}

α=1,...,n+, ∈λ
(α)
+
∪ {χ̄12,v−

α
( )}

α=1,...,n−, ∈λ
(α)
−

(D.5)

where
χ̄12,v( ) = vq−i

1 q−j
2 , = (i, j). (D.6)

The character of the instanton bundle for the negative instanton contribution is

K− =
n−∑

α=1

∑
∈λ

(α)
−

χ̄12,v−
α
( ). (D.7)

The explicit form of the instanton partition functions is expressed by the Nekrasov factors
for supergroup gauge theories (see [99]):

Nσσ′
A (v1, λ(1) | v2, λ(2)) =

∏
∈λ(1)

1− qA

χ
(σ)
A,v1

( )
v2

 ∏
∈λ(2)

1− v1

χ
(σ′)
A,v2

( )

 ∏
∈λ(1)

∈λ(2)

SA

χ(σ)
A,v1

( )

χ
(σ′)
A,v2

( )


(D.8)

44We use the character in (3.135) where the topological term is slightly modified.
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where

χ
(σ)
A,v =

{
χA,v( ), σ = +,
χ̄A,v( ), σ = −.

(D.9)

These are the supergroup analogs of the Nekrasov factors introduced in (3.86). See [99] for
the explicit form of how the partition function looks like using the Nekrasov factors.

For later use, let us write down the U(0|1) partition function:

Z̃D4−
A [λ] = q

−|λ|
inf(Ā)

N−−
A (qinf(Ā)x, λ |x, λ)

N−−
A (x, λ |x, λ)

. (D.10)

For example, the one instanton contribution for A = 12 is given by the

Z̃D4−
12 [{1}] = S34(q1), (D.11)

which is equivalent to the one instanton contribution for the U(1|0) case.
The recursion formulas of these Nekrasov factors are given as

Nσσ′
A (v1, λ(1) + | v2, λ(2))
Nσσ′

A (v1, λ(1) | v2, λ(2))
=

−qAχ
(σ)
A,v1

v2

Y
A,σ′

λ(2),v2
(qAχ

(σ)
A,v( )),

Nσσ′
A (v1, λ(1) | v2, λ(2) + )
Nσσ′

A (v1, λ(1) | v2, λ(2))
= Y

A,σ

λ(1),v1
(χ(σ′)

A,v2
( ))

(D.12)

where

Y
A,σ
λ,v (x) =

(
1− v

x

)∏
∈λ

SA

χ(σ)
A,v( )
x

 . (D.13)

For σ = −, we shortly use (see [99] for the derivations)

ȲA
λ,v(x) := Y

A,−
λ,v (x) =

∏
∈A(λ)(1− qAχ̄A,v( )/x)∏
∈R(λ)(1− χ̄A,v( )/x) . (D.14)

D.2 Supergroup analog of affine quiver W-algebra

Let us give a proof of Thm. 6.13. It is enough to consider the qq-character generated by
X12(x)−1. Let FD4−

12 [λ] be an undetermined function and let us find the condition it should
obey so that the qq-character commutes:

T(0|1)
12 (x) =

∑
λ

FD4−
12 [λ]Λ12,λ(x), Λ12,λ(x) =: X12(x)−1 ∏

∈λ

A(χ12,x( )) : . (D.15)

First of all, let us check the commutativity for the first term. The operator product is given

X−1
12 (q12x)S4(x′) =

1− q3x′/x
1− x′/x : X12(x)−1S4(x′) :,

: X−1
12 (q12x)A(x) : S4(x′) =

(1− q12x′/x)(1− q13x′/x)(1− q23x′/x)
(1− q−1

4 x′/x)(1− q1x′/x)(1− q2x′/x)
: X−1

12 (q12x)A(x)S4(x′) :

(D.16)

– 162 –



J
H
E
P
0
5
(
2
0
2
4
)
2
0
8

and thus we have

[X−1
12 (q12x), S4(x′)] = (1− q3)δ

(
x′/x

)
: X12(x)−1S4(x′) :,

[: X−1
12 (q12x)A(x) :, S4(x′)] = (1− q−1

3 )(1− q
−1
2 )(1− q−1

1 )
(1− q14)(1− q24)

δ
(
q4x/x

′) : X−1
12 (q12x)A(x)S4(x′) :

+ · · · .
(D.17)

Therefore, if we do the i-Weyl reflection as

X12(x)→ q3
(1− q−1

13 )(1− q−1
23 )

(1− q−1
1 )(1− q−1

2 )
: X−1

12 (x)A(q−1
12 x) := S34(q1) : X−1

12 (x)A(q−1
12 x) :, (D.18)

the terms coming from the first pole cancel up to total difference. Note that the coefficient
S34(q1) is just the one instanton contribution coming from U(0|1) (see (D.11)).

Generally, using[
Y12

λ,x(q123x′)
Y12

λ,x(q12x′)

]
+

−
[
Y12

λ,x(q123x′)
Y12

λ,x(q12x′)

]
−

=
∑
∈R(λ)

δ

(
q4
χ̄12,x( )
x′

)
Res

x′=q4χ̄12,x( )
x′

−1Y
12
λ,x(q123x′)
Y12

λ,x(q12x′)

+
∑
∈A(λ)

δ

(
χ12,x( )
x′

)
Res

x′=χ̄12,x( )
x′

−1Y
12
λ,x(q123x′)
Y12

λ,x(q12x′)
.

(D.19)

and

S4(x′)Λ12,λ(x) =
[
q3
Y12

λ,x(q123x′)
Y12

λ,x(q12x′)

]
+

: S4(x′)Λ12,λ(x) :,

Λ12,λ(x)S4(x′) =
[
q3
Y12

λ,x(q123x′)
Y12

λ,x(q12x′)

]
−

: S4(x′)Λ12,λ(x)
(D.20)

Then, the commutation relation with the screening current is[
T(0|1)
12 (x), S4(x′)

]
= (−q3)

∑
λ∈P

FD4−
12 [λ]

 ∑
∈R(λ)

δ

(
q4
χ̄12,x( )
x′

)
Res

x′=q4χ̄12,x( )
x′

−1Y
12
λ,x(q123x′)
Y12

λ,x(q12x′)

+
∑
∈A(λ)

δ

(
χ12,x( )
x′

)
Res

x′=χ̄12,x( )
x′

−1Y
12
λ,x(q123x′)
Y12

λ,x(q12x′)

 : Λ12,λ(x)S4(x′) : .

(D.21)

After shifting the first term using λ = λ′ + , the first term transforms to

= (−q3)
∑

λ′∈P

∑
∈A(λ′)

FD4−
12 [λ′ + ]δ

(
q4
χ12,x( )
x′

)
Res

x′=q4χ̄12,x( )
x′

−1Y
12
λ′+ ,x(q123x′)
Y12

λ′+ ,x(q12x′)

× : Λ12,λ′+ (x)S4(q4χ12,x( )) :

(D.22)
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Using

: Λ12,λ′+ (x)S4(q4χ12,x( )) :=: Λ12,λ′(x)A(χ12,x( ))S4(q4χ12,x( )) :=: Λ12,λ′(x)S4(χ12,x( )) :
(D.23)

and imposing the condition

FD4−
12 [λ+ ]
FD4−
12 [λ]

= −
Res

x′=χ̄12,x( )
x′−1 Y12

λ,x(q123x′)
Y12

λ,x
(q12x′)

Res
x′=q4χ̄12,x( )

x′−1 Y
12
λ+ ,x

(q123x′)
Y12

λ+ ,x
(q12x′)

(D.24)

we obtain

[T(0|1)
12 (x),Q4(x′)] = 0. (D.25)

The condition actually implies FD4−
12 [λ] = Z̃D4−

12 [λ]. This can be shown by doing a similar
analysis in appendix B.4.

Open Access. This article is distributed under the terms of the Creative Commons
Attribution License (CC-BY4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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