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#### Abstract

A few years ago it was shown that the superconformal index of the $\mathcal{N}=4$ supersymmetric $S U(N)$ Yang-Mills theory in the large $N$ limit matches with the entropy of $1 / 16$-supersymmetric black holes in type IIB string theory on $\operatorname{AdS}_{5} \times S^{5}$. In some cases, an even more detailed match between the two sides is possible. When the two angular momentum chemical potentials in the index are equal, the superconformal index can be written as a discrete sum of Bethe ansatz solutions, and it was shown that specific terms in this sum are in a one-to-one correspondence to stable black hole solutions, and that the matching can be extended to nonperturbative contributions from wrapped D3-branes. A Bethe ansatz approach to computing the superconformal index exists also when the ratio of the angular momentum chemical potentials is any rational number, but in those cases it involves a sum over a very large number of terms (growing exponentially with $N$ ). Benini et al. showed that a specific one of these terms matches with the black hole, but the role of the other terms is not clear. In this paper we analyze some of the additional contributions to the index in the Bethe ansatz approach, and we find that their matching to the gravity side is much more complicated than in the case of equal chemical potentials. In particular, we find some contributions that are larger than the one that was found to match the black holes, in which case they must cancel with other large contributions. We give some evidence that cancellations of this type are possible, but we leave a full understanding of how they work to the future.
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## I. INTRODUCTION

Recent years have seen significant advances in precision holography, where semiclassical bulk information was precisely reproduced by a computation in the dual conformal field theory, mostly in a supersymmetric setting. The first breakthroughs were in counting the microstates of supersymmetric black holes by analyzing various supersymmetric indices, thus reproducing their entropy [1-4]. Further improvements followed, generalizing these results to many different theories and computing more refined data on both sides of the correspondence [5-57].

One particularly convenient setup to study was that of the four-dimensional $\mathcal{N}=4 S U(N)$ supersymmetric YangMills theory, where the superconformal index of the theory can be matched to the dual gravitational partition function. While the index is usually expressed via an integral formula, the Bethe ansatz approach $[58,59]$ allows us in

[^0]some cases to localize the integral and to transform it into a discrete sum (see Sec. II for details and caveats), schematically
\[

$$
\begin{equation*}
\mathcal{I}=\sum_{u \in B A} \mathcal{I}_{u} \tag{1.1}
\end{equation*}
$$

\]

where the $u$ s can be thought of as specific configurations of the complexified holonomies of the $S U(N)$ gauge field that solve some set of transcendental equations (and the sum is over the set of solutions to these equations). In $[4,5]$ a particular family of terms in the sum was analyzed, and at large $N$ each of them contributed to the index at order $e^{\# N^{2}}$. These turned out to precisely match the contributions of various different gravitational saddle points in the bulk dual in a one-to-one fashion (and including some order- $N$ corrections coming from wrapped D-branes).

Unfortunately, the Bethe ansatz approach can only compute the index for some particular choices of the chemical potentials appearing in the superconformal index, those where the two angular chemical potentials of the theory $\tau$ and $\sigma$ have a rational ratio, $\tau=a \omega$ and $\sigma=b \omega$ for $a, b \in \mathbb{N}$. Each contribution to the index, $\mathcal{I}_{u}$, is then
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FIG. 1. The eigenvalue distribution for different choices of $M$ (which are divisors of $a b$ ) for the basic solution with $a b=6, N=30$, drawn on a torus with periodicities 1 and $a b \omega$. The $M=1$ case is the one analyzed in [10]. (a) $M=1$. (b) $M=2$. (c) $M=3$.
described as a sum over $(a b)^{N-1}$ terms, where one shifts the holonomies of the solution $u$ in some prescribed way.

The detailed analysis of the matching to gravity in [5] concerned an even simpler case, that in which $\sigma=\tau$, for which each $\mathcal{I}_{u}$ is given by exactly one term. In the more general case, [10] analyzed one of the $(a b)^{N-1}$ terms in the sum (for a particular solution to the Bethe ansatz equations) and showed that it reproduces the gravitational action of a specific black hole solution. Another term was analyzed (for more general solutions of the Bethe ansatz equations) in [60] and was also found to reproduce the gravity answers. A natural question is then what happens to the other terms at large $N$ ? Do they give negligible contributions, do they cancel amongst themselves, or do they match some other gravitational background?

In this work we analyze some specific additional terms in the sum at large $N$, as depicted in Fig. 1. As opposed to the cases analyzed in $[10,60]$, here we consider configurations of the holonomies that do not correspond at large $N$ to uniform distributions on cycles of the complex torus with modular parameter $a b \omega$. We find that not only do they contribute at order $e^{\# N^{2}}$, but they do so in a way that is different from any gravitational background familiar to us. In some cases their contribution is even larger than that of the terms analyzed in $[10,60]$. However, we did not analyze all the different $(a b)^{N-1}$ terms, and it is possible that they cancel amongst themselves, or with other terms in (1.1).

The paper is organized as follows: in Sec. II we review the Bethe-ansatz approach. In Sec. III we generalize a proof of [61] to show that only solutions to the reduced Bethe ansatz equations contribute to the index, also when the angular chemical potentials are different. In Sec. IV we compute the large $N$ expansion of the aforementioned configurations. In Sec. V we study the case $N=2$; this case is very far from the large $N$ limit, but in this case we can analyze all the $(a b)$ different terms contributing to $\mathcal{I}_{u}$, and we show that cancellations between different terms are plausible. In Sec. VI we analyze the known gravitational
saddles, and show that they cannot all be explained by a large $N$ limit of one of the known configurations. An Appendix contains some details on the special functions that appear in the computations.

## II. REVIEW OF THE BETHE ANSATZ METHOD

The superconformal index can be defined for any fourdimensional $\mathcal{N}=1$ superconformal field theory. One starts by picking a Poincaré supercharge $\mathcal{Q}$ and its superconformal conjugate $\mathcal{Q}^{\dagger}$. The superconformal index then counts the difference between bosonic and fermionic supersymmetric operators that are annihilated by this supercharge. One can add fugacities for charges that commute with the relevant supercharge. The superconformal index can then be written as a trace over the entire Hilbert space of states on $S^{3}$. For the case of $\mathcal{N}=4$ super Yang Mills, the index counts 1/16-Bogomol'nyi-Prasad-Sommerfield (BPS) operators and is calculated via ${ }^{1}$

$$
\begin{align*}
& \mathcal{I}\left(y_{1,2}, p, q\right) \\
& \quad=\operatorname{Tr}\left[(-1)^{F} e^{-\left\{\mathcal{Q}, \mathcal{Q}^{\dagger}\right\}} p^{J_{1}+\frac{1}{2} R_{3}} q^{J_{2}+\frac{1}{2} R_{3}} y_{1}^{\frac{1}{2}\left(R_{1}-R_{3}\right)} y_{2}^{\frac{1}{2}\left(R_{2}-R_{3}\right)}\right] \tag{2.1}
\end{align*}
$$

where $R_{1,2,3}$ are in the Cartan of the $S U(4)_{R} R$ symmetry, with the three complex scalars of the theory having charge 2 under one of them and 0 under the other two, in a symmetric way. $J_{1,2}$ are the half-integer angular momenta quantum numbers of local operators, each rotating an $\mathbb{R}^{2} \subset \mathbb{R}^{4} . F$ is the fermion number. $\mathcal{Q}$ is chosen to be the complex supercharge associated with the $R$-symmetry generator $r=\frac{1}{3}\left(R_{1}+R_{2}+R_{3}\right)$.

[^1]We find it convenient to write the index in terms of chemical potentials instead of fugacities, which are denoted by

$$
\begin{equation*}
p=e^{2 \pi i \sigma}, \quad q=e^{2 \pi i \tau}, \quad y_{1,2}=e^{2 \pi i \Delta_{1,2}} \tag{2.2}
\end{equation*}
$$

The index is well defined for $|p|,|q|<1$, i.e., for $\operatorname{Im}(\sigma), \operatorname{Im}(\tau)>0$.

It has long been known that the index has an integral form [62,63], in which it is expressed in terms of a contour integral over the Cartan subalgebra of the gauge group, in our case $S U(N)$,

$$
\begin{align*}
\mathcal{I}\left(\Delta_{1,2}, \tau, \sigma\right)= & \kappa_{N}\left(\Delta_{1,2} ; \tau, \sigma\right) \oint_{\mathbb{T}^{N-1}}\left(\prod_{i=1}^{N-1} d u_{i}\right) \\
& \times \mathcal{Z}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; \tau, \sigma\right) \tag{2.3}
\end{align*}
$$

where
$\mathcal{Z}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; \tau, \sigma\right)=\prod_{i \neq j}^{N} \frac{\tilde{\Gamma}\left(u_{i j}+\Delta_{1} ; \tau, \sigma\right) \tilde{\Gamma}\left(u_{i j}+\Delta_{2} ; \tau, \sigma\right)}{\tilde{\Gamma}\left(u_{i j} ; \tau, \sigma\right) \tilde{\Gamma}\left(u_{i j}+\Delta_{1}+\Delta_{2} ; \tau, \sigma\right)}$,

$$
\begin{align*}
& \kappa_{N}\left(\Delta_{1,2} ; \tau, \sigma\right)  \tag{2.4}\\
& \quad=\frac{1}{N!}\left(\frac{(p ; p)_{\infty}(q ; q)_{\infty} \tilde{\Gamma}\left(\Delta_{1} ; \tau, \sigma\right) \tilde{\Gamma}\left(\Delta_{2} ; \tau, \sigma\right)}{\tilde{\Gamma}\left(\Delta_{1}+\Delta_{2} ; \tau, \sigma\right)}\right)^{N-1} . \tag{2.5}
\end{align*}
$$

Here $u_{i j}=u_{i}-u_{j},(z ; q)_{\infty}$ is the $q$-Pochhammer symbol, and $\tilde{\Gamma}$ is the elliptic gamma function, both defined in the

Appendix. The variables $u_{i}$ parametrize the torus $\mathbb{T}^{N-1}$ on which we integrate. $u_{N}$ is defined such that the $e^{2 \pi i u} \mathrm{~S}$ can be thought of as the eigenvalues of a special unitary matrix, i.e., via the constraint

$$
\begin{equation*}
\sum_{i=1}^{N} u_{i}=0 \tag{2.6}
\end{equation*}
$$

There are various methods for calculating the contour integral (2.3). In this paper we focus on the Bethe ansatz (BA) approach $[58,59]$, which is valid at finite $N$, and then expand at large $N$. This formula manipulates the integrand and the contour such that the integral can be written as a sum of residues.

The BA formula applies when the chemical potentials $\tau$, $\sigma$ have a rational ratio, i.e., $\tau=a \omega, \sigma=b \omega$, for some $a, b \in \mathbb{N}$ such that $\operatorname{gcd}(a, b)=1, \mathbb{I m}(\omega)>0$. We also define the fugacity

$$
\begin{equation*}
h=e^{2 \pi i \omega}, \quad p=h^{b}, \quad q=h^{a} . \tag{2.7}
\end{equation*}
$$

## A. Derivation of the BA formula

Following [58], we can manipulate the contour integral (2.3) by noting that the integrand, $\mathcal{Z}$, is a quasielliptic function, ${ }^{2}$

$$
\begin{align*}
& (-1)^{N-1} Q_{j}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; \omega\right) \mathcal{Z}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; a \omega, b \omega\right) \\
& \quad=\mathcal{Z}\left(\left\{u_{i}-\delta_{i j} a b \omega\right\}, \Delta_{1,2} ; a \omega, b \omega\right), \tag{2.8}
\end{align*}
$$

where for $i=1, \ldots, N$, and we define

$$
\begin{equation*}
Q_{i}\left(\left\{u_{j}\right\}, \Delta_{1,2} ; \omega\right) \equiv e^{6 \pi i \sum_{j=1}^{N} u_{i j}} \prod_{j=1}^{N} \frac{\theta_{0}\left(\Delta_{1}+u_{j i} ; \omega\right) \theta_{0}\left(\Delta_{2}+u_{j i} ; \omega\right) \theta_{0}\left(-\Delta_{1}-\Delta_{2}+u_{j i} ; \omega\right)}{\theta_{0}\left(\Delta_{1}-u_{j i} ; \omega\right) \theta_{0}\left(\Delta_{2}-u_{j i} ; \omega\right) \theta_{0}\left(-\Delta_{1}-\Delta_{2}-u_{j i} ; \omega\right)} \tag{2.9}
\end{equation*}
$$

Note that acting with this operator shifts one of the $u_{i} \mathrm{~s}$ and therefore breaks the $S U(N)$ constraint (2.6). However, acting with

$$
\begin{equation*}
\hat{Q}_{i}=\frac{Q_{i}}{Q_{N}} \tag{2.10}
\end{equation*}
$$

preserves the constraint. We note that the $Q_{i} \mathrm{~s}$ are elliptic functions in each of the $u_{i} \mathrm{~s}$ separately, i.e., they are periodic under $u_{i} \sim u_{i}+1 \sim u_{i}+\omega$.

We can now use (2.8) to modify the contour of integration given in (2.3),

$$
\begin{align*}
\mathcal{I}\left(\Delta_{1,2} ; a \omega, b \omega\right) & =\kappa_{N} \oint_{\mathbb{T}^{N-1}}\left(\prod_{i=1}^{N-1} d u_{i}\right) \prod_{i=1}^{N-1} \frac{1-\hat{Q}_{i}\left(\left\{u_{j}\right\}, \Delta_{1,2} ; \omega\right)}{1-\hat{Q}_{i}\left(\left\{u_{j}\right\}, \Delta_{1,2} ; \omega\right)} \mathcal{Z}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; a \omega, b \omega\right) \\
& =\kappa_{N} \oint_{\mathcal{C}}\left(\prod_{i=1}^{N-1} d u_{i}\right) \frac{\mathcal{Z}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; a \omega, b \omega\right)}{\prod_{i=1}^{N-1}\left(1-\hat{Q}_{i}\left(\left\{u_{j}\right\}, \Delta_{1,2} ; \omega\right)\right)} \tag{2.11}
\end{align*}
$$

[^2]where the new integration contour, $\mathcal{C}$, is the contour encircling the annulus
$\mathcal{A}=\left\{u_{i}\left|1<\left|e^{2 \pi i u_{i}}\right|<|h|^{-a b}, i=1, \ldots, N-1\right\}\right.$.
Applying the residue theorem, ${ }^{3}$
\[

$$
\begin{align*}
\mathcal{I}\left(\Delta_{1,2} ; a \omega, b \omega\right)= & \kappa_{N} \sum_{\left\{u_{i}\right\} \in \operatorname{BAEs}} \sum_{\left\{m_{i}\right\}=1}^{a b} \mathcal{Z}\left(\left\{u_{i}-m_{i} \omega\right\},\right. \\
& \left.\times \Delta_{1,2} ; a \omega, b \omega\right) \cdot H^{-1}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; \omega\right), \tag{2.13}
\end{align*}
$$
\]

where the sum is over all solutions to the BA equations ${ }^{4}$

$$
\begin{equation*}
\hat{Q}_{i}\left(\left\{u_{j}\right\}, \Delta_{1,2} ; \omega\right)=1, \tag{2.14}
\end{equation*}
$$

and $H^{-1}$ is the Jacobian coming from the change of variables from the $u_{j}$ to the $\hat{Q}_{i} \mathrm{~s}$ when we apply the residue theorem to the integral. By $\sum_{\left\{m_{i}\right\}=1}^{a b}$ we mean $\sum_{m_{1}=1}^{a b} \cdots \sum_{m_{N-1}=1}^{a b}$, with $m_{N}=-\sum_{k=1}^{N-1} m_{k}$, coming from all the different shifts of the $u_{i} \mathrm{~s}$ by $\omega$ that are within $\mathcal{A}$, as the BA equations (2.14) are periodic under these shifts. In the Bethe ansatz approach we pick up the poles of the integrand in the region $0>\mathbb{I m}\left(u_{i}\right) \geq \mathbb{I m}(-a b \omega)$, while every solution to $(2.14)$ can be chosen to be inside the torus with parameter $\omega$ [namely, such that for all $i=$ $1, \ldots, N-1$ we have $\left.\operatorname{Im}(\omega)>\operatorname{Im}\left(u_{i}\right) \geq 0\right]$. As a consequence, each such solution corresponds to $(a b)^{N-1}$ poles of the integrand, where we shift each $u_{i}$ by $\left(-m_{i} \omega\right)$ for $i=1, \ldots, N-1, m_{i}=1, \ldots, a b$, with a compensating shift for $u_{N}$.

For $\sigma=\tau, a=b=1$ and the sum over $\left\{m_{i}\right\}$ is trivial. However, for any other case $a b>1$, and the number of terms in the sum, $(a b)^{N-1}$, is exponential in $N$. We stress that the dependence on $a, b$ and the $m_{i}$ is present only in $\mathcal{Z}$, and not in $\kappa_{N}$ or $H^{-1}$, so this complication will only affect the ability to calculate $\mathcal{Z}$.

## B. Hong-Liu solutions

While the full set of solutions to the Bethe Ansatz Equations (BAEs) for $N>2$ is unknown, a specific set of solutions, named the Hong-Liu (HL) solutions, was identified [65]. They correspond to symmetric configurations of

[^3]the $u$ s on the $(1, \omega)$ torus, and are denoted by three integers, $\{m, n, r\}$, such that $N=m \cdot n$, and $r=0, \ldots, n-1$. Their explicit form is
\[

$$
\begin{equation*}
u_{j} \equiv u_{\hat{\jmath} \hat{k}}=\bar{u}+\frac{\hat{\jmath}}{m}+\frac{\hat{k}}{n}\left(\omega+\frac{r}{m}\right) \tag{2.15}
\end{equation*}
$$

\]

such that $\hat{\jmath}=0, \ldots, m-1$ and $\hat{k}=0, \ldots, n-1$, and $\bar{u}$ is a constant chosen to satisfy the $S U(N)$ constraint (2.6). The $\{1, N, 0\}$ solution is sometimes named the "basic solution," and it is given by

$$
\begin{equation*}
u_{j}=\bar{u}+\frac{j \omega}{N} \tag{2.16}
\end{equation*}
$$

Different HL solutions and different series of $\left\{m_{j}\right\}$, have a different degree of dominance in the sum (2.13), and most of these contributions have not been calculated yet.

## III. THE REDUCED BETHE ANSATZ SUFFICES

As discussed in [61], in addition to the shifts of $u_{i}$ by $\left(-m_{i} \omega\right)$ discussed above, every BA solution is related to $N^{2}$ additional solutions by shifting all $u_{i} \rightarrow u_{i}+\frac{\alpha+\beta \omega}{N}$ $(i=1, \ldots, N-1)$, and $u_{N} \rightarrow u_{N}+(1-N) \frac{\alpha+\beta \omega}{N}$, where $\alpha, \beta=0, \ldots, N-1$. The differences $u_{i j}$ are affected if and only if either $i=N$ or $j=N$, and the $u_{i N}$ are just shifted by $(\alpha+\beta \omega)$, which leaves the Bethe ansatz equations invariant. ${ }^{5}$

If a shift by some $\left(\frac{\beta}{N}-m_{i}\right) \omega$ takes us outside of the integration region, then we can shift for that specific shifted solution $u_{i} \rightarrow u_{i}-a b \omega$ and $u_{N} \rightarrow u_{N}+a b \omega$ to return back into it. As mentioned in the previous section, this leaves the Jacobian invariant and multiplies $\mathcal{Z}$ by $\hat{Q}_{i}$. Since we started from a solution to the BAE and since $\hat{Q}_{i}$ has periodicity $\omega, \hat{Q}_{i}=1$ in our case and the contribution to the index is invariant under this shift. Thus, in computing the index we can keep the original shifts $u_{i} \rightarrow u_{i}+\frac{\alpha+\beta \omega}{N}$ and we do not need to worry about this issue. In fact, by the same arguments, we can consider such shifts with $\beta=0,1, \ldots, a b N-1$. The extra shifts we added by integer multiples of $\omega$ do not give new solutions but rather different $m_{i}$ shifts of the same solutions, so adding these extra shifts just multiplies the result by $a b$, but it will be useful to write the index as a sum over these shifts for the argument below.

Note that since $\mathcal{Z}$ only depends on the differences of the $u_{i}$ and does not depend on the constraint $\sum_{i=1}^{N} u_{i}=0$, for computing $\mathcal{Z}$ we can equally well describe these shifts as acting only on $u_{N}$, namely

[^4]\[

u_{i} \rightarrow $$
\begin{cases}u_{i} & i \neq N  \tag{3.1}\\ u_{N}-\alpha-\beta \omega & i=N\end{cases}
$$
\]

Since both $\mathcal{Z}$ and the Jacobian $H^{-1}$ are invariant under integer shifts of the $u_{i j} \mathrm{~s}$, summing over the $\alpha$ shifts will just give a multiplicative factor of $N$. In the case $\tau=\sigma$ the authors of [61] showed that due to the $\beta$ shifts, solutions for the Bethe ansatz equations $\left\{\hat{Q}_{i}=1 ; i=1, \ldots, N-1\right\}$, which are not solutions to the reduced Bethe ansatz equation $\left\{Q_{i}=(-1)^{N-1} ; i=1, \ldots, N\right\}$, cancel each other,
such that the index only gets contributions from solutions to the reduced BAE. We will now argue that the same is true also for $\tau \neq \sigma$.

Picking a solution $\left\{u_{i}\right\}$ to the BAE, as described above we can sum over the shifts $\beta=0, \ldots, a b N-1$ (in addition to the $m_{j}$ shifts). The Jacobian $H^{-1}$ is invariant under $\omega \mathbb{Z}$ shifts of the $u \mathrm{~s}$, so we will just need to evaluate the effect of summing over the $\beta \omega$ shifts in $\mathcal{Z}$. The contribution of the solution (and its shifted relatives) to the index is therefore

$$
\begin{equation*}
\mathcal{I}_{\{u\}}=\frac{N}{a b} \cdot \kappa_{N} \cdot H^{-1}\left(\left\{u_{i}\right\}, \Delta_{1,2} ; \omega\right) \sum_{\left\{m_{j}\right\}=1}^{a b} \sum_{\beta=0}^{a b N-1} \mathcal{Z}\left(u_{i}-m_{i} \omega, u_{N}+\sum_{i=1}^{N-1} m_{i} \omega-\beta \omega ; \Delta_{1,2}, a \omega, b \omega\right) . \tag{3.2}
\end{equation*}
$$

We can write $\beta=a b \beta_{1}+\beta_{2}$ with $\beta_{1}=0, \ldots, N-1$ and $\beta_{2}=0, \ldots, a b-1$,

$$
\begin{equation*}
\mathcal{I}_{\{u\}}=\frac{N}{a b} \cdot \kappa_{N} \cdot H^{-1} \cdot \sum_{\left\{m_{j}\right\}=1}^{a b} \sum_{\beta_{2}=0}^{a b-1} \sum_{\beta_{1}=0}^{N-1} \mathcal{Z}\left(u_{i}-m_{i} \omega, u_{N}+\sum_{i=1}^{N-1} m_{i} \omega-\beta_{2} \omega-\beta_{1} a b \omega ; \Delta_{1,2}, a \omega, b \omega\right) . \tag{3.3}
\end{equation*}
$$

But since shifting only $u_{N} \rightarrow u_{N}-a b \omega$ amounts to multiplying $\mathcal{Z}$ by $(-1)^{N-1} Q_{N}$, as in (2.8), and since $Q_{N}$ has $\omega$ periodicity in each $u_{i}$ separately, this is the same as

$$
\begin{equation*}
\mathcal{I}_{\{u\}}=\frac{N}{a b} \cdot \kappa_{N} \cdot H^{-1} \cdot \sum_{\left\{m_{j}\right\}=1}^{a b} \sum_{\beta_{2}=0}^{a b-1} \sum_{\beta_{1}=0}^{N-1}\left((-1)^{N-1} Q_{N}\left(u_{i}\right)\right)^{\beta_{1}} \mathcal{Z}\left(u_{i}-m_{i} \omega, u_{N}+\sum_{i=1}^{N-1} m_{i} \omega-\beta_{2} \omega ; \Delta_{1,2}, a \omega, b \omega\right) \tag{3.4}
\end{equation*}
$$

Since $\hat{Q}_{i}$ solves the Bethe ansatz equations and $\prod_{i=1}^{N} Q_{i}=1, Q_{N}$ is an $N$ th root of unity, and so the sum over $\beta_{1}$ vanishes unless $Q_{N}=(-1)^{N-1}$. Since all the $Q_{i} \mathrm{~s}$ are equal to each other, we see that only solutions to the reduced Bethe ansatz equation

$$
\begin{equation*}
Q_{i}=(-1)^{N-1} \tag{3.5}
\end{equation*}
$$

contribute to the index.

## IV. LARGE $N$ EXPANSION

Here we will be interested in the large $N$ contribution of the Hong-Liu solutions to the $S U(N)$ index, and in particular the contribution of the basic solution (2.16). We will concentrate on the leading order in $N$ terms that are exponential in $N^{2}$, whose $\log$ is $O\left(N^{2}\right)$. As explained previously, there are $(a b)^{N-1}$ different terms in this contribution, coming from the possible shifts by $\left\{m_{i} \omega\right\}_{i=1}^{N-1}$ of the basic solution. Therefore, an exponential in $N^{2}$ dependence must come from individual shifts, and not from the summation over them. Each choice for the $m s$ gives

$$
\begin{align*}
\log \left(\mathcal{I}_{\{u\}}\left(\left\{m_{i}\right\}\right)\right)= & \log \left(\kappa_{N}\right)+\log \left(H^{-1}\right) \\
& +\log \left(\mathcal { Z } \left(\left\{u_{i}-m_{i} \omega\right\}, u_{N}\right.\right. \\
& \left.\left.+\sum_{i=1}^{N-1} m_{i} \omega ; \Delta, a \omega, b \omega\right)\right) \tag{4.1}
\end{align*}
$$

The first term does not contribute at order $O\left(N^{2}\right)$, as is obvious from (2.5). The second term was shown to be $O(1)$ in [4], and was exactly computed in [47] for the HL solutions with $m=0$. So we are left with evaluating the $N$ dependence of the third term, $\log (\mathcal{Z})$.

Evaluating the last term depends significantly on the choice of $m \mathrm{~s}$. In [10], the authors evaluated it for the choice $m_{j}=j \bmod a b$ and showed that ${ }^{6}$

$$
\begin{align*}
& \log \left[\mathcal{I}_{\{1, N, 0\}}\left(\left\{m_{j}=j\right\}\right)\right] \\
& =-\pi i N^{2} \frac{\left[\Delta_{1}\right]_{\omega}\left[\Delta_{2}\right]_{\omega}\left[\Delta_{3}\right]_{\omega}}{a b \omega^{2}}+O(N \log (N)), \tag{4.2}
\end{align*}
$$

which agrees with the on-shell action of dual black holes, where $\left[\Delta_{3}\right]_{\omega}=\tau+\sigma-\left[\Delta_{1}\right]_{\omega}-\left[\Delta_{2}\right]_{\omega}-1$ and the

[^5]function $[\Delta]_{\omega}$ simply shifts $\Delta$ to a strip, such that it satisfies
$[\Delta]_{\omega}=\Delta \bmod 1$, such that $-\mathbb{I m}\left(\frac{1}{\omega}\right)>\operatorname{Im}\left(\frac{[\Delta]_{\omega}}{\omega}\right)>0$.

It is not clear how to evaluate $\log (Z)$ for generic choices of the $m_{j}$. In this section, we will generalize the result (4.2) to the choice

$$
\begin{equation*}
m_{j}=M \cdot j \quad \bmod a b \tag{4.4}
\end{equation*}
$$

for any integer $M$. At large $N$ we expect the leading order to only depend on the (shifted) eigenvalue distribution, and one can show that this depends on $M$ only through $\operatorname{gcd}(M, a b)$. We will show this momentarily for the leading order in $N$. When $M=1$ the (shifted) eigenvalues are uniformly distributed along the $a b \omega$ cycle of the torus, and otherwise they are distributed as a chain of step functions along it, covering $\frac{1}{M}$ of the cycle, as in Fig. 1.

In order to calculate $\mathcal{Z}$ for the basic solution (2.16), it is useful to define the building block

$$
\begin{align*}
\tilde{\Psi}_{\Delta} & \equiv \sum_{i \neq j}^{N} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{j-i}{N}+\omega\left(m_{j}-m_{i}\right) ; a \omega, b \omega\right)\right] \\
& =\sum_{i, j=1}^{N} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{j-i}{N}+\omega\left(m_{j}-m_{i}\right) ; a \omega, b \omega\right)\right]-N \log [\tilde{\Gamma}(\Delta ; a \omega, b \omega)] \\
& \equiv \Psi_{\Delta}-N \log [\tilde{\Gamma}(\Delta ; a \omega, b \omega)] \tag{4.5}
\end{align*}
$$

which allows us to write $\mathcal{Z}$ in (2.4) as

$$
\begin{equation*}
\log (\mathcal{Z})=\tilde{\Psi}_{\Delta_{1}}+\tilde{\Psi}_{\Delta_{2}}-\tilde{\Psi}_{\Delta_{1}+\Delta_{2}}-\tilde{\Psi}_{0} \tag{4.6}
\end{equation*}
$$

As a result, terms that are linear or constant in $\Delta$ will cancel between the different $\tilde{\Psi}$ s when evaluating the index. In order to simplify the form of the building block, we utilize the identity [66]

$$
\begin{equation*}
\tilde{\Gamma}(u ; \tau, \sigma)=\prod_{r=0}^{a-1} \prod_{s=0}^{b-1} \tilde{\Gamma}(u+(r \tau+s \sigma) ; a \tau, b \sigma) \tag{4.7}
\end{equation*}
$$

to write $\Psi_{\Delta}$ as

$$
\begin{align*}
\Psi_{\Delta}= & \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{i, j=1}^{N} \log \left[\tilde { \Gamma } \left(\Delta+\omega \frac{j-i}{N}\right.\right. \\
& \left.\left.+\omega\left(m_{j}-m_{i}+a s+b r\right) ; a b \omega, a b \omega\right)\right] \tag{4.8}
\end{align*}
$$

We can now make two simplifications. The first is to assume that $a b \mid N$ and denote $\tilde{N}=\frac{N}{a b}$. The justification is that [10] showed that the effect of ignoring the residue of $N /(a b)$ is subleading at large $N$, when $N \gg a b$. Let us set $i=\gamma a b+c, j=\delta a b+d$, with $\gamma, \delta=0, \ldots, \tilde{N}-1$ and $c, d=1, \ldots, a b$. The building block for

$$
\begin{equation*}
m_{j}=M \cdot j \quad \bmod a b \tag{4.9}
\end{equation*}
$$

will then take the form

$$
\begin{align*}
& \Psi_{\Delta}=\sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=0}^{\tilde{N}-1} \sum_{c, d=1}^{a b} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{\delta-\gamma}{\tilde{N}}+\omega \frac{d-c}{N}+\omega\left(\eta_{d c}+a s+b r\right) ; a b \omega, a b \omega\right)\right], \\
& \eta_{d c}=(M d \bmod a b)-(M c \quad \bmod a b) . \tag{4.10}
\end{align*}
$$

A second simplification can be made by dropping the term $\omega \frac{d-c}{N}$, which also does not affect the result at leading order in $N .{ }^{7}$
We see that indeed at this point the $M$ dependence enters only through $\eta_{d c}$. Because ${ }^{8}$ of the summation over $c, d$, this depends only on $\operatorname{gcd}(M, a b)$, and so without loss of generality from now on we will assume $M=\operatorname{gcd}(M, a b)$. Using $\sum_{c=1}^{a b} f(M c \bmod a b)=M \sum_{c=1}^{\frac{a b}{M}} f(M c)$ we have

[^6]\[

$$
\begin{align*}
\Psi_{\Delta} & =M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=0}^{\tilde{N}-1} \sum_{c, d=1}^{a b / M} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{\delta-\gamma}{\tilde{N}}+\omega(M d-M c+a s+b r) ; a b \omega, a b \omega\right)\right] \\
& =M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=0}^{\tilde{N}-1} \sum_{c, d=0}^{a b / M-1} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{\delta-\gamma}{\tilde{N}}+M \omega(c+d)+\omega(M-a b+a s+b r) ; a b \omega, a b \omega\right)\right], \tag{4.11}
\end{align*}
$$
\]

and using (4.7) we have

$$
\begin{equation*}
\Psi_{\Delta}=M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=0}^{\tilde{N}-1} \log \left[\tilde{\Gamma}\left(\Delta+\omega \frac{\delta-\gamma}{\tilde{N}}+\omega(M-a b+a s+b r) ; M \omega, M \omega\right)\right] . \tag{4.12}
\end{equation*}
$$

Now we use the modular formula (A17) to rewrite this as

$$
\begin{equation*}
\Psi_{\Delta}=M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=1}^{\tilde{N}}\left[-\pi i \mathcal{Q}(u ; M \omega, M \omega)-\log \left[\theta_{0}\left(\frac{u}{M \omega},-\frac{1}{M \omega}\right)\right]+\sum_{k=0}^{\infty} \log \left[\frac{\psi\left(\frac{k+1+u}{M \omega}\right)}{\psi\left(\frac{k-u}{M \omega}\right)}\right]\right] \tag{4.13}
\end{equation*}
$$

where

$$
\begin{equation*}
u=[\Delta]_{\omega}+\omega \frac{\delta-\gamma}{\tilde{N}}+\omega(M-a b+a s+b r) \tag{4.14}
\end{equation*}
$$

and the functions $\mathcal{Q}, \theta_{0}$, and $\psi$ are defined in the Appendix. As $\Psi_{\Delta}$ was originally invariant under shifting $\Delta \rightarrow \Delta+1$, we shift $\Delta \rightarrow[\Delta]_{\omega}$, which is exactly the domain where the plethystic expansion for $\theta_{0}\left(\frac{u}{\omega},-\frac{1}{\omega}\right)$ is valid, and where the sum over the $\psi$ functions converges. Note that $[\Delta]_{\omega}=[\Delta]_{M \omega}$.

## A. Evaluating $\mathcal{Q}$

After plugging in the expression for the polynomial $\mathcal{Q}$ from (A18) and summing over $\gamma, \delta, r, s$, the first term in (4.13) becomes

$$
\begin{align*}
& -\pi i \frac{N^{2}}{3 a b \omega^{2}} B_{3}\left([\Delta]_{\omega}+1-\frac{a+b}{2} \omega\right) \\
& -\pi i \frac{N^{2}\left(1-\frac{a^{2}}{2}-\frac{b^{2}}{2}+a^{2} b^{2}-M^{2}\right)-a^{2} b^{2}}{6 a b} B_{1}\left([\Delta]_{\omega}+1-\frac{a+b}{2} \omega\right), \tag{4.15}
\end{align*}
$$

where $B_{1}(x)=x-\frac{1}{2}$ and $B_{3}(x)=x^{3}-\frac{3}{2} x^{2}+\frac{1}{2} x$ are Bernoulli polynomials. The second term cancels in (4.6), while the first term is the same as in the $M=1$ case analyzed in [10].

## B. Evaluating $\boldsymbol{\theta}_{\mathbf{0}}$

Remembering that $M \mid a b$, the second term in (4.13) is

$$
\begin{equation*}
-M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=1}^{\tilde{N}} \log \left[\theta_{0}\left(\frac{[\Delta]_{\omega}}{M \omega}+\frac{\delta-\gamma}{M \tilde{N}}+\frac{a s+b r}{M},-\frac{1}{M \omega}\right)\right] \tag{4.16}
\end{equation*}
$$

After using the Plethystic expansion (A8) for $\theta_{0}$ it takes the form

$$
\begin{equation*}
M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=1}^{\tilde{N}} \sum_{\ell=1}^{\infty} \frac{1}{\ell} \frac{\tilde{y}^{\ell} \zeta_{M \tilde{N}}^{\ell(\delta-\gamma)} \zeta_{M}^{\ell(a s+b r)}+\tilde{h}^{\ell} \tilde{y}^{-\ell} \zeta_{M \tilde{N}}^{\ell(\gamma-\delta)} \zeta_{M}^{-\ell(a s+b r)}}{1-\tilde{h}^{\ell}} \tag{4.17}
\end{equation*}
$$

where

$$
\begin{equation*}
\zeta_{v} \equiv e^{2 \pi i / v}, \quad \tilde{y} \equiv e^{\frac{2 \pi i \mid]_{\omega}}{M \omega}}, \quad \tilde{h} \equiv e^{-\frac{2 \pi i}{M \omega}} \tag{4.18}
\end{equation*}
$$

and so the second term of (4.13) is

$$
\begin{align*}
& a b M \sum_{\gamma, \delta=1}^{\tilde{N}} \sum_{\ell=1}^{\infty} \frac{1}{\ell} \frac{\tilde{y}^{M \ell} \zeta_{\tilde{N}}^{\ell(\delta-\gamma)}+\tilde{h}^{M \ell} \tilde{y}^{-M \ell} \tilde{\zeta}_{\tilde{N}}^{\ell(\gamma-\delta)}}{1-\tilde{h}^{M \ell}} \\
& =a b M \tilde{N} \sum_{\ell=1}^{\infty} \frac{1}{\ell} \frac{\tilde{y}^{M \tilde{N} \ell}+\tilde{h}^{M \tilde{N} \ell} \tilde{y}^{-M \tilde{N} \ell}}{1-\tilde{h}^{M \tilde{N} \ell}} \\
& =-a b M \tilde{N} \log \left[\theta_{0}\left(\frac{\tilde{N}[\Delta]_{\omega}}{\omega} ;-\frac{\tilde{N}}{\omega}\right)\right] \tag{4.19}
\end{align*}
$$

which is exponentially suppressed in $N$.

## C. Evaluating $\boldsymbol{\psi}$

Last but not least, we have the third term in (4.13). We'll expand it using the plethystic expansion for the $\psi$ function, $\log [\psi(t)]=-\sum_{\ell=1}^{\infty}\left(\frac{t}{\ell}+\frac{1}{2 \pi i \ell^{2}}\right) e^{-2 \pi i \ell t}$, and then sum over $\gamma, \delta, r, s$. When $M \mid \ell$ none of the terms in the plethystic expansion vanishes. Otherwise, the second term always vanishes in the sum over $r, s$, while the first term vanishes unless $M \mid a \ell$ and we are looking at the term with $b r$ multiplying the exponent, or $M \mid b \ell$ and we are looking at as multiplying it. The $\ell \mathrm{s}$ that satisfy $M+\ell$ but $M \mid b \ell$ are of the form $\ell \rightarrow M \ell+\frac{M}{M_{b}} t$, with $t=1, \ldots, M_{b}-1$ and $M_{b}=$ $\operatorname{gcd}(M, b)$. Similarly for $M \nmid \ell$ but $M \mid a \ell$ we have $\ell \rightarrow$ $M \ell+\frac{M}{M_{a}} t$ with $t=1, \ldots, M_{a}-1$ and $M_{a}=\operatorname{gcd}(M, a)$. Thus, we can rewrite the numerator of the third term in (4.13) as

$$
\begin{align*}
& -M^{2} \sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=1}^{\tilde{N}} \sum_{k=0}^{\infty}\left[\sum_{\ell=1}^{\infty}\left(\frac{\frac{k+1}{M \omega}+\frac{[\Delta]_{\omega}}{M \omega}+\frac{\delta-\gamma}{M \tilde{N}}+1-\frac{a b}{M}+\frac{a s+b r}{M}}{M \ell}+\frac{1}{2 \pi i M^{2} \ell^{2}}\right) e^{-2 \pi i M \ell v}\right] \\
& -\sum_{r=0}^{a-1} \sum_{s=0}^{b-1} \sum_{\gamma, \delta=1}^{\tilde{N}} \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty}\left[\sum_{t=1}^{M_{b}-1} \frac{a s M_{b}}{M_{b} \ell+t} e^{-2 \pi i\left(M \ell+\frac{M}{M_{b}} t\right) v}+\sum_{t=1}^{M_{a}-1} \frac{b r M_{a}}{M_{a} \ell+t} e^{-2 \pi i\left(M \ell+\frac{M}{M_{a}} t\right) v}\right], \tag{4.20}
\end{align*}
$$

where the first line comes from those $\ell \mathrm{s}$ that satisfy $M \mid \ell$, while the first term in the second line comes from the $\ell \mathrm{s}$ that satisfy $M \mid b \ell$ and $M \nvdash \ell$, and the second from those that have $M \nmid \ell$ but $M \mid a \ell$, and $v$ is the argument of the $\psi$ function,

$$
\begin{equation*}
v=\frac{k+1}{M \omega}+\frac{[\Delta]_{\omega}}{M \omega}+\frac{\delta-\gamma}{M \tilde{N}}+1-\frac{a b}{M}+\frac{a s+b r}{M} \tag{4.21}
\end{equation*}
$$

For the first line of (4.20) we can sum over $\delta, \gamma, r, s$ to find

$$
\begin{align*}
& -a b \sum_{k=0}^{\infty} \sum_{\ell=1}^{\infty}\left[\left(\frac{\frac{k+1}{\omega}+\frac{[\Delta]_{\omega}}{\omega}}{\ell} \tilde{N}+\frac{1}{2 \pi i \ell^{2}}\right) e^{-2 \pi i \tilde{N} \ell\left(\frac{k+1}{\omega}+\frac{\left[\left.\Delta\right|_{\omega}\right.}{\omega}\right)}\right] \\
& -N\left(M-\frac{a}{2}-\frac{b}{2}\right) \sum_{k=0}^{\infty} \sum_{\ell=1}^{\infty}\left[\frac{1}{\ell} e^{-2 \pi i \tilde{N} \ell\left(\frac{k+1}{\omega}+\frac{\Delta \Delta_{\omega}}{\omega}\right)}\right] \tag{4.22}
\end{align*}
$$

and similarly, from the denominator of the third term in (4.13) we have

$$
\begin{align*}
& a b \sum_{k=0}^{\infty} \sum_{\ell=1}^{\infty}\left[\left(\frac{\frac{k}{\omega}-\frac{[\Delta]_{\omega}}{\omega}}{\ell} \tilde{N}+\frac{1}{2 \pi i \ell^{2}}\right) e^{-2 \pi i \tilde{N} \ell\left(\frac{k}{\omega}-\frac{\left[\Delta \omega_{\omega}\right.}{\omega}\right)}\right] \\
& -N\left(M-\frac{a}{2}-\frac{b}{2}\right) \sum_{k=0}^{\infty} \sum_{\ell=1}^{\infty}\left[\frac{1}{\ell} e^{-2 \pi i \tilde{N} \ell\left(\frac{k}{\omega}-\frac{\left.[\Delta]_{\omega}\right)}{\omega}\right)}\right] \tag{4.23}
\end{align*}
$$

which are all exponentially suppressed ${ }^{9}$ in $N$.
We now move to the second line of (4.20). One uses the identities

$$
\begin{align*}
\sum_{n=0}^{N-1} e^{\lambda n} & =\frac{1-e^{\lambda N}}{1-e^{\lambda}} \\
\sum_{n=0}^{N-1} n e^{\lambda n} & =\frac{d}{d \lambda} \sum_{n=0}^{N-1} e^{\lambda n}=\frac{(N-1) e^{\lambda(N+1)}-N e^{\lambda N}+e^{\lambda}}{\left(1-e^{\lambda}\right)^{2}} \tag{4.25}
\end{align*}
$$

to find that

$$
\begin{array}{r}
\sum_{\gamma, \delta=1}^{\tilde{N}} e^{2 \pi i x \frac{(\gamma-\delta)}{M N}}=\frac{\sin ^{2}\left(\frac{\pi x}{M}\right)}{\sin ^{2}\left(\frac{\pi x}{M \tilde{N}}\right)}, \\
\sum_{s=0}^{b-1} a s \exp \left[\frac{2 \pi i\left(M \ell+\frac{M}{M_{b}} t\right)}{M} a s\right]=-\frac{a b}{1-e^{\frac{2 \pi i t a}{M_{b}}},} \tag{4.26}
\end{array}
$$

[^7]which allows us to sum over $r, s, \gamma, \delta$ ，resulting in
\[

$$
\begin{equation*}
a b \sum_{k=0}^{\infty} \sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a M_{b}}{1-e^{\frac{2 \pi i t a}{M_{b}}}} \frac{1}{M_{b} \ell+t} \frac{\sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\sin ^{2}\left(\frac{\pi \ell}{\tilde{N}}+\frac{\pi t}{M_{b} \tilde{N}}\right)} e^{-2 \pi i\left(\ell+\frac{t}{M_{b}}\right)\left(\frac{k+1}{\omega}+\frac{\left.\Delta \Delta l_{\omega}\right)}{\omega}\right)}+(a \leftrightarrow b) \tag{4.27}
\end{equation*}
$$

\]

Similarly，the analogous term coming from the denominator of the third term in（4．13）takes the form

At large $N$ the sine in the denominator of these two expressions gives an $O\left(N^{2}\right)$ dependence．Moreover，the sum over $k$ can be easily done，leaving us with an overall contribution of the second line of（4．20）

$$
\begin{align*}
& \left.+\sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a}{1-e^{-\frac{2 \pi i a t}{M_{b}}}} \frac{M_{b}^{3} \sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\pi^{2}\left(M_{b} \ell+t\right)^{3}} \frac{e^{2 \pi i\left(\ell+\frac{t}{M_{b}}\right)} \frac{[\Delta]_{\omega}}{\omega}}{1-e^{-\frac{2 \pi i}{\omega}\left(\ell+\frac{t}{M_{b}}\right)}}+(a \leftrightarrow b)\right]+O(N) . \tag{4.29}
\end{align*}
$$

When $M=1$ the sum over $t$ contains no terms，so these contributions are irrelevant．We also note that in the Cardy limit， $\omega \rightarrow 0$ with fixed $a, b$ ，these terms are exponentially suppressed．

## D．Overall contribution

Let us now compute $\mathcal{Z}$ ，which to leading order in $N$ is ${ }^{10}$

$$
\begin{equation*}
\mathcal{Z}=\Psi_{\Delta_{1}}+\Psi_{\Delta_{2}}-\Psi_{\Delta_{1}+\Delta_{2}}-\Psi_{0}+O(N) \tag{4.30}
\end{equation*}
$$

The chemical potentials satisfy either $\left[\Delta_{1}+\Delta_{2}\right]_{\omega}=\left[\Delta_{1}\right]_{\omega}+\left[\Delta_{2}\right]_{\omega}$ ，or $\left[\Delta_{1}+\Delta_{2}\right]_{\omega}=\left[\Delta_{1}\right]_{\omega}+\left[\Delta_{2}\right]_{\omega}+1$ ．For the first case，

$$
\begin{align*}
\mathcal{Z}= & -\pi i N^{2} \frac{\left[\Delta_{1}\right]_{\omega}\left[\Delta_{2}\right]_{\omega}\left[\Delta_{3}\right]_{\omega}}{\tau \sigma}+\frac{N^{2}}{a b} \sum_{\Delta} \eta_{\Delta}\left[\sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a}{1-e^{\frac{2 \pi i a t}{M_{b}}} \frac{M_{b}^{3} \sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\pi^{2}}\left(M_{b} \ell+t\right)^{3}} \frac{e^{2 \pi i\left(\ell+\frac{t}{M_{b}}\right)\left(-\frac{1}{\omega}-\frac{\Delta}{\omega}\right)}}{1-e^{-\frac{2 \pi i}{\omega}\left(\ell+\frac{t}{M_{b}}\right)}}+(a \leftrightarrow b)\right. \\
& +\sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a}{\left.1-e^{-\frac{2 \pi i a t}{M_{b}}} \frac{M_{b}^{3} \sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\pi^{2}\left(M_{b} \ell+t\right)^{3}} \frac{e^{2 \pi i\left(\ell+\frac{t}{M_{b}}\right) \frac{\Delta}{\omega}}}{1-e^{-\frac{2 \pi i}{\omega}\left(\ell+\frac{t}{M_{b}}\right)}}+(a \leftrightarrow b)\right]} . \tag{4.31}
\end{align*}
$$

where $\left[\Delta_{3}\right]_{\omega} \equiv \tau+\sigma-\left[\Delta_{1}\right]_{\omega}-\left[\Delta_{2}\right]_{\omega}-1$ ，the sum $\sum_{\Delta}$ is over $\Delta \in\left\{\left[\Delta_{1}\right]_{\omega},\left[\Delta_{2}\right]_{\omega},\left[\Delta_{1}+\Delta_{2}\right]_{\omega}, 0\right\}$ ，and we define $\eta_{\Delta}=$ $\{1,1,-1,-1\}$ ，respectively．For the second case a similar formula applies ${ }^{11}$ using the function $[\Delta]_{\omega}^{\prime}=[\Delta]_{\omega}+1$ ，

$$
\begin{align*}
\mathcal{Z}= & -\pi i N^{2} \frac{\left[\Delta_{1}\right]_{\omega}^{\prime}\left[\Delta_{2}\right]_{\omega}^{\prime}\left[\Delta_{3}\right]_{\omega}^{\prime}}{\tau \sigma}+\frac{N^{2}}{a b} \sum_{\Delta} \eta_{\Delta}\left[\sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a}{1-e^{\frac{2 \pi i a t}{}} \frac{M_{b}^{3} \sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\pi^{2}\left(M_{b} \ell+t\right)^{3}} \frac{e^{2 \pi i\left(\ell+\frac{t}{M_{b}}\right) \frac{\Delta}{\omega}}}{1-e^{-\frac{2 \pi i}{\omega}\left(\ell+\frac{t}{M_{b}}\right)}}+(a \leftrightarrow b)}\right. \\
& +\sum_{\ell=0}^{\infty} \sum_{t=1}^{M_{b}-1} \frac{a}{\left.1-e^{-\frac{2 \pi i a}{M_{b}}} \frac{M_{b}^{3} \sin ^{2}\left(\frac{\pi t}{M_{b}}\right)}{\pi^{2}\left(M_{b} \ell+t\right)^{3}} \frac{e^{2 \pi i\left(\ell+\frac{t}{M_{b}}\right)\left(-\frac{1}{\omega}-\frac{\Delta}{\omega}\right)}}{1-e^{-\frac{2 \pi i}{\omega}\left(\ell+\frac{t}{M_{b}}\right)}}+(a \leftrightarrow b)\right],} ⿴ 囗 十, ~ \tag{4.32}
\end{align*}
$$

where now $\left[\Delta_{3}\right]_{\omega}^{\prime} \equiv \tau+\sigma-\left[\Delta_{1}\right]_{\omega}^{\prime}-\left[\Delta_{2}\right]_{\omega}^{\prime}+1$ ，the sum $\sum_{\Delta}$ is over $\Delta \in\left\{\left[\Delta_{1}\right]_{\omega}^{\prime},\left[\Delta_{2}\right]_{\omega}^{\prime},\left[\Delta_{1}+\Delta_{2}\right]_{\omega}^{\prime}, 0\right\}$ ，and we define $\eta_{\Delta}=\{1,1,-1,-1\}$ as before．

[^8]
## E. Dominance of new contributions

Are these new contributions to the index always subleading with respect to the $M=1$ contribution analyzed in [10] (and the other contribution analyzed in [60] which is equal to it in the large $N$ limit)? The answer turns out to be negative. We can verify numerically that there are choices of parameters, say $\omega=0.45+0.84 i, \Delta_{1}=0.07+0.13 i$, $\Delta_{2}=0.02+0.11 i, a=2, b=3, N=300$, where the $M=1$ contribution is smaller than, say, the $M=6$ contribution. This is true both for our approximate large $N$ value in (4.31) and (4.32) and for the exact evaluation (4.6).

Thus, in some cases this term may be more dominant. Note however, that there may exist even more dominant terms for other types of $\left\{m_{j}\right\}$ shifts, that we have not yet computed. Moreover, this $\omega$ is not necessarily in the regime where this Bethe ansatz solution is the most dominant one, and so these contributions might be canceled by contributions from other solutions to the Bethe ansatz equations. Analyzing these cancellations requires knowledge both about the phase of $\mathcal{I}_{u}$, which is sensitive to $O(1)$ terms in the expansion, and about other $\left\{m_{j}\right\}$ shifts, whose analysis is beyond the scope of this work.

One might wonder what happens in the Cardy limit, $\omega \rightarrow 0$, where the contribution from this solution is usually the dominant one to the index. In that limit one can show
that the new, $M$-dependent, terms at large $N$ in (4.31) become exponentially suppressed in $1 / \omega$, and so the new contributions are similar to the $M=1$ case.

## V. THE BETHE ANSATZ FOR $\boldsymbol{S U}(2)$

In this section we discuss the special case of $S U(2)$ gauge group, for which we analyzed in more detail the behavior of the index for large values of $a$ and $b$, and in particular the case of $b=a+1$ (which in the limit of large $a, b$ should converge to the results for equal chemical potentials). In this case the solutions to the Bethe ansatz equation are fully classified ( $u_{12}=\frac{1}{2}, \frac{\omega}{2}, \frac{1}{2}+\frac{\omega}{2}$ ), and there is a single variable $u=u_{12}$ (with $u_{1}=-u_{2}$ ), and a single integer $m$ labeling the different contributions (for each solution to the Bethe ansatz). One thing we will show is that the contribution to the index from some values of $m$ is exponentially large in $a$ for large $a$, such that large cancellations between different contributions must occur in the large $a$ limit.

## A. Moving $\boldsymbol{Z}_{\boldsymbol{m}}^{\boldsymbol{u}}$ by $\boldsymbol{n} \boldsymbol{\tau}$

We assume without loss of generality that $b>a$. For $S U(2)$ we have (2.4)

$$
\begin{equation*}
\mathcal{Z}(u ; \Delta, \sigma, \tau)=\frac{\tilde{\Gamma}\left(u+\Delta_{1} ; \tau, \sigma\right) \tilde{\Gamma}\left(u+\Delta_{2} ; \tau, \sigma\right)}{\tilde{\Gamma}(u ; \tau, \sigma) \tilde{\Gamma}\left(u+\Delta_{1}+\Delta_{2} ; \tau, \sigma\right)} \frac{\tilde{\Gamma}(-u ; \tau, \sigma) \tilde{\Gamma}\left(-u+\Delta_{1}+\Delta_{2} ; \tau, \sigma\right)}{\tilde{\Gamma}\left(-u+\Delta_{2} ; \tau, \sigma\right)} . \tag{5.1}
\end{equation*}
$$

We will denote $Z_{m}^{u}=\mathcal{Z}(u-m \omega ; \Delta, \sigma, \tau)$, such that the contribution of each solution $u$ of the BA equation to the index is proportional to $\sum_{m=1}^{a b} Z_{m}^{u}$. This includes both the $m$ shifts and the $\beta$ shifts discussed above, since we showed in Sec. III that together they give $\sum_{m=1}^{2 a b} Z_{m}^{u}=2 \sum_{m=1}^{a b} Z_{m}^{u}$.

Before beginning the analysis we derive a formula for how the contribution $Z_{m}^{u}$ changes under shifts of $m$. Using (A13) we have

$$
\begin{align*}
Z_{m+n a}^{u}= & \mathcal{Z}(u-m \omega-n a \omega ; \Delta, \sigma, \tau)=\mathcal{Z}(u-m \omega-n \tau ; \Delta, \sigma, \tau), \\
= & \mathcal{Z}(u-m \omega ; \Delta, \sigma, \tau) \prod_{l=1}^{n} \frac{\theta_{0}(u-m \omega-(a l \bmod b) \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}+u-m \omega-(a l \bmod b) \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+u-m \omega-(a l \bmod b) \omega, \sigma\right) \theta_{0}\left(\Delta_{2}+u-m \omega-(a l \bmod b) \omega, \sigma\right)} \\
& \times \prod_{l=0}^{n-1} \frac{\theta_{0}\left(\Delta_{1}-u+m \omega+(a l \bmod b) \omega, \sigma\right) \theta_{0}\left(\Delta_{2}-u+m \omega+(a l \bmod b) \omega, \sigma\right)}{\theta_{0}(-u+m \omega+(a l \bmod b) \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}-u+m \omega+(a l \bmod b) \omega, \sigma\right)} . \tag{5.2}
\end{align*}
$$

Since $a$ and $b$ are mutually prime, for $n \leq b$ we will get $n$ distinct values of $(a l \bmod b)$ in each product.
Let us look at the following $a$ evaluations of $\mathcal{Z}$ :

$$
\begin{equation*}
Z_{m-a}^{u}, \quad m=1, \ldots, a \tag{5.3}
\end{equation*}
$$

and call these points our "basic window." Even though these values do not enter the sum in the index, we can construct from them all the terms that do enter the sum. To get $Z_{m}^{u}$ using (5.2), we need to take

$$
\begin{align*}
Z_{m}^{u} & =Z_{(m-a)+a}^{u}=\mathcal{Z}(u-(m-a) \omega-a \omega ; \Delta, \sigma, \tau) \\
& =Z_{m-a}^{u} \frac{\theta_{0}(u-m \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}+u-m \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+u-m \omega, \sigma\right) \theta_{0}\left(\Delta_{2}+u-m \omega, \sigma\right)} \frac{\theta_{0}\left(\Delta_{1}-u+(m-a) \omega, \sigma\right) \theta_{0}\left(\Delta_{2}-u+(m-a) \omega, \sigma\right)}{\theta_{0}(-u+(m-a) \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}-u+(m-a) \omega, \sigma\right)} \tag{5.4}
\end{align*}
$$

In general, following (5.2), to construct $Z_{(m-a)+n a}^{u}$ we take

$$
\begin{align*}
& Z_{(m-a)+(n-1) a}^{u} \frac{\theta_{0}(u-(m-a) \omega-(a n \bmod b) \omega, \sigma)}{\theta_{0}\left(\Delta_{1}+u-(m-a) \omega-(a n \bmod b) \omega, \sigma\right)} \frac{\theta_{0}\left(\Delta_{1}+\Delta_{2}+u-(m-a) \omega-(a n \bmod b) \omega, \sigma\right)}{\theta_{0}\left(\Delta_{2}+u-(m-a) \omega-(a n \bmod b) \omega, \sigma\right)} \\
& \quad \times \frac{\theta_{0}\left(\Delta_{1}-u+(m-a) \omega+(a(n-1) \bmod b) \omega, \sigma\right)}{\theta_{0}(-u+(m-a) \omega+(a(n-1) \bmod b) \omega, \sigma)} \frac{\theta_{0}\left(\Delta_{2}-u+(m-a) \omega+(a(n-1) \bmod b) \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+\Delta_{2}-u+(m-a) \omega+(a(n-1) \bmod b) \omega, \sigma\right)} \tag{5.5}
\end{align*}
$$

We get a recursive expression for $Z_{(m-a)+n a}^{u}$ in terms of $Z_{(m-a)+(n-1) a}^{u}$ and one of $b$ possible factors, labeled by the distinct label $(a n \bmod b)$. Using it multiple times will give us an expression for $Z_{(m-a)+n a}^{u}$ in terms of $Z_{m-a}^{u}$ from the basic window, multiplied by $n$ factors all labeled with distinct labels $(a l \bmod b), l=1, \ldots, n$ (if $n \leq b$ ). This is enough motivation to define the factors

$$
\begin{align*}
\Theta_{r}^{u} \equiv & \frac{\theta_{0}(u-(1-a) \omega-r \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}+u-(1-a) \omega-r \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+u-(1-a) \omega-r \omega, \sigma\right) \theta_{0}\left(\Delta_{2}+u-(1-a) \omega-r \omega, \sigma\right)} \frac{\theta_{0}\left(\Delta_{1}-u+(1-a) \omega+((r-a) \bmod b) \omega, \sigma\right)}{\theta_{0}(-u+(1-a) \omega+((r-a) \bmod b) \omega, \sigma)} \\
& \times \frac{\theta_{0}\left(\Delta_{2}-u+(1-a) \omega+((r-a) \bmod b) \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+\Delta_{2}-u+(1-a) \omega+((r-a) \bmod b) \omega, \sigma\right)}, \\
= & \frac{\theta_{0}(u-(1+r-a) \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}+u-(1+r-a) \omega, \sigma\right)}{\theta_{0}\left(\Delta_{1}+u-(1+r-a) \omega, \sigma\right) \theta_{0}\left(\Delta_{2}+u-(1+r-a) \omega, \sigma\right)} \\
& \times \frac{\theta_{0}\left(\Delta_{1}-u+(1+r-2 a) \omega, \sigma\right) \theta_{0}\left(\Delta_{2}-u+(1+r-2 a) \omega, \sigma\right)}{\theta_{0}(-u+(1+r-2 a) \omega, \sigma) \theta_{0}\left(\Delta_{1}+\Delta_{2}-u+(1+r-2 a) \omega, \sigma\right)} . \tag{5.6}
\end{align*}
$$

It is easy to check that $\Theta_{r}^{u}$ are invariant under $r \rightarrow r+b \Leftrightarrow u \rightarrow u+\sigma$, such that the last equality is valid, and indeed we have $b$ different factors and not more. Note that one can also shift $Z_{(m+1-a)}^{u}$ to $Z_{(m+1-a)+n a}^{u}$ using only the same factors $\Theta_{r}^{u}$, and so on. So if we calculate all of the $b$ factors of $\Theta_{r}^{u}(r=0, \ldots, b-1)$, we get all the factors needed to produce all the terms in the sum out of our basic window values (5.3). If we arrange the $\Theta_{r}^{u}$ in the specific order

$$
\begin{equation*}
\left(\Theta_{n a \bmod b}^{u}\right)_{n=1}^{b} \tag{5.7}
\end{equation*}
$$

then we get the ordered factors needed to move $Z_{1-a}^{u}$ to $Z_{a b+1-a}^{u}$, through all $Z_{n a+1-a}^{u}$ values. Using

$$
\begin{equation*}
\left(\Theta_{(n a+1) \bmod b}^{u}\right)_{n=1}^{b} \tag{5.8}
\end{equation*}
$$

we get the ordered factors needed to move $Z_{2-a}^{u}$ to $Z_{a b+2-a}^{u}$, passing through all $Z_{n a+2-a}^{u}$ values, and so on.

Computing these factors numerically for generic parameters, their absolute values and phases generally look something like Fig. 2 (this is for the solution $u=\frac{\omega}{2}$, we will discuss the other solutions later). It should be noted


FIG. 2. We plot $\Theta_{r}^{u=\frac{\omega}{2}}$ for $a=9999, \quad b=10000, \tau=$ $-0.67+2.3 i, \Delta_{1}=0.3+1.1 i$, and $\Delta_{2}=0.11-0.6 i$. The black vertical lines show two points in which $\left|\Theta_{r}^{u}\right|=1$, that represent the beginning and end of a streak of $\left|\Theta_{r}^{u}\right|$ values that are larger than 1. The blue horizontal lines mark the special values of 0 for $\log \left(\left|\Theta_{r}^{\frac{\omega}{2}}\right|\right)$, and $-\pi, 0, \pi$ for $\arg \left(\Theta_{r}^{\frac{\omega}{2}}\right)$.
that for some parameters, the $\left|\Theta_{r}^{u}\right|$ graph looks a bit different. It can cross the $\left|\Theta_{r}^{u}\right|=0$ line more often, and it can be relatively flat. With minor changes, the arguments below will hold also in these cases.

When we take the large $a$ limit, $\Theta_{r}^{u}$ approaches a continuous function of $(r / b)$ (as in Fig. 2). Naively one may think that since when we take $a, b \rightarrow \infty$ with fixed $\tau$, $\omega$ goes to zero, one may be able to approximate the sum over $m$ as a continuous integral over $x=m / a$ (in the range $[0, b])$. However, using the fact that most $\Theta_{r}^{u}$ are very different from one (even for large $a$ ), one can show that even if two adjacent values in our "basic window" approach each other in the large $a$ limit, this is not true once they are shifted by a large amount (so that $x$ is of order $a$ ). So $Z_{m}^{u}$ does not really approach a continuous function of $x$ in the large $a$ limit.

## 1. The $b=a+1$ case

Consider now the special case $b=a+1$, for which $(n a \bmod b)=((-n) \bmod b)$. Then, the order of the factors that we multiply by will be just as plotted in Fig. 2 but reversed, with the specific starting point determined by $m$. This case is particularly interesting because for fixed $\tau$, the limit $a \rightarrow \infty$ is equivalent to $\tau \rightarrow \sigma$, where we expect to converge to the results for equal chemical potentials $a=b=1$ [which are given by (2.13) with no sum over $m$ ].

Looking at Fig. 2, we see that (5.6) is roughly divided to a continuous half of $\Theta_{r}^{u} \mathrm{~S}$ with absolute value greater than 1 , and half which are smaller than 1 . It can also easily be shown that the factors in each half are just the inverses of the values in the other half, with a mirrored order (this is precisely true when $u=\frac{\omega}{2}$ and $\frac{1}{2}+\frac{\omega}{2}$, and true for large $a$ for $u=\frac{1}{2}$ ). Note that the shape of the figure does not change when taking $a \rightarrow \infty, \tau=$ const, it just becomes denser (except at the edges of the graph, in a region that becomes negligible as $a \rightarrow \infty$ ). The same is true for the basic window values of $Z_{m-a}^{u}$.

Moving the basic window of points by $a$ to $Z_{m}^{u}, m=1, \ldots, a$, each point will get multiplied by an appropriate factor from $\Theta_{b-1}^{u}, \Theta_{0}^{u}, \Theta_{1}^{u}, \ldots, \Theta_{b-3}^{u}$, in the order they are written $\left(\Theta_{b-2}^{u}\right.$ does not take part). Moving the new (moved) window again will result in multiplying it by the same factors in the same order, but moved by one slot (so this time $\Theta_{b-3}^{u}$ does not take part). Most of the points that were multiplied by factors with absolute value larger than 1 before, will get this treatment again because of the topography of $\Theta_{r}^{u}$. Moving a few windows forward from the basic window (when $b$ is large we have plenty), less and less points have only been multiplied by factors with absolute value larger than 1, and more and more get multiplied by mixed factors. So after a while, a peak in the absolute value of $Z_{m}^{u}$ arises in the region of the window that can be traced to the basic window only through factors with absolute value greater than 1 . This is demonstrated


FIG. 3. We plot $\left|Z_{m}^{\frac{\omega}{2}}\right|$ (blue) and $\log \left(\left|Z_{m}^{\frac{\omega}{2}}\right|\right)$ (green) as a function of $m$. The horizontal lines mark the beginning and end of $a$-point windows (here $a=30, b=31$, and the rest of the parameters are as in Fig. 2). The values of each window can be calculated from the values of the former window by multiplying its values by $\Theta_{r}^{\frac{\omega}{2}}$ with the correct shift.
in Fig. 3. This shows us that the points in which $\left|\Theta_{r}^{u}\right|=1$ are important. We can find these points by noting that

$$
\begin{equation*}
\Theta_{r}^{u}=\Theta_{0}^{u-r \omega} \equiv \Theta_{0}^{\tilde{u}} \underset{a \rightarrow \infty}{\longrightarrow}-Q(\tilde{u} ; \Delta, \tau), \tag{5.9}
\end{equation*}
$$

so finding these points means solving

$$
\begin{equation*}
|Q(\tilde{u} ; \Delta, \tau)|=1 \tag{5.10}
\end{equation*}
$$

This is similar to the BAE, except that $Q$ can have a phase different from 0 or $\pi$, and we only search for solutions of the form $\alpha \omega$ or $\frac{1}{2}+\alpha \omega$ for $\alpha \in \mathbb{R}$. The known BAE solutions immediately provide us with the solutions $\tilde{u}=0, \frac{\tau}{2}, \tau$ for $u=\frac{\omega}{2}$, and $\tilde{u}=\frac{1}{2}, \frac{1}{2}+\frac{\tau}{2}, \frac{1}{2}+\tau$ for $u=\frac{1}{2}$ and $u=\frac{1}{2}+\frac{\omega}{2}$. It is important to remember that in most of these points $-Q(\tilde{u})=1$, except for $\tilde{u}=0, \tau$, in which $-Q(\tilde{u})=-1$.

We can interpret Fig. 2 in light of this observation. We indeed have $\left|\Theta_{r}^{u}\right|=1$ at $r \omega \approx 0, \frac{\tau}{2}$, $\tau$, with the phases we expect.

## B. There are large cancellations between different $\boldsymbol{m}$-shifted terms

The fact that many $\Theta_{r}^{u}$ s are larger than 1 implies that for large $a$ some $Z \mathrm{~s}$, arising from multiplying many of these $\Theta \mathrm{s}$, will be exponentially large. One may wonder if perhaps the sum over $m$ could be dominated by some specific large values, such that we can neglect the rest of the contributions. Clearly this is impossible, given that the large $a$ limit of the sum should be a constant (namely the index for $\sigma=\tau$ ). It turns out that indeed the largest contributions partially cancel each other, with many terms taking part in
this process. What is left from this partial cancellation can still be very large, but comparable to other terms in the sum.

The picture of Fig. 3, in which there is a peak in each window, with an increasing absolute value for the peak in each window, which arises because each window is multiplied by $\Theta_{r}^{u}$ factors with absolute value larger than 1 , ends at $m \approx \frac{a b}{2}$. After that point, $\Theta_{r}^{u}$ becomes smaller than 1. The maximal point in the sum over shifts by $n a$ (for large enough $a$ ) will be the one that comes from the basic window by getting multiplied by all $\Theta_{r}^{u}$ factors in the range of values of $r$ that obeys $\left|\Theta_{r}^{u}\right|>1$, starting and ending with $\left|\Theta_{r}^{u}\right|$ values near 1. Note that the values near the beginning and end of this range are very close to 1 , in fact infinitesimally close for $a \rightarrow \infty$. So around the maximum we have many other points that are very close to it in absolute value. But if we look at the phase of $\Theta_{r}^{u}$ near the beginning and end of the streak in Fig. 2, it is approximately $\pi$. So we have many large terms summed up with almost opposite phases, that cancel each others' contributions in a noisy manner. As we look further from the actual maximum, the change in the absolute value between adjacent terms grows, and the relative phase also slowly changes from $\pi$. But these terms still partially cancel each other, until we move enough to continuously shift to a different regime. So what is left after summing all these large terms is unclear, and can still be very large.

The important feature for these cancellations is that either at the beginning or at the end of the large $\left|\Theta_{r}^{u}\right|$ streak, the phase of $\Theta_{r}^{u}$ is not 0 . Thus, the only cases that will not have this kind of cancellations are those in which $\Theta_{r}^{u}=1$ in the beginning and end of the region, meaning when it begins and ends with $\tilde{u}$ that solves the reduced BAE. As mentioned above, this is the case with the other two solutions $u=\frac{1}{2}, \frac{\omega}{2}+\frac{1}{2}$, where the cancellations happen differently.

In these cases, it turns out that the cancellations happen between the two different solutions, rather than between different $m$ movements of the same BA solution. In the large $a$ limit, in the vicinity of the largest $\left|Z_{m}^{u}\right|$, the values of $Z_{m}^{u}$ for many different nearby $m$ terms are very similar; this is because they begin from nearby values in the "basic window," which are all then multiplied by almost all values of $\Theta_{r}^{u}$ that obey $\left|\Theta_{r}^{u}\right|>1$. But if $Z_{m}^{\frac{1}{2}}$ is very close to $Z_{m+1}^{\frac{1}{2}}$, then they are both close to $Z_{m}^{\frac{\omega}{2}+\frac{1}{2}}=Z_{m+\frac{1}{2}}^{\frac{1}{2}}$, because $\mathcal{Z}$ is continuous. So the two solutions, $u=\frac{1}{2}$ and $u=\frac{\omega}{2}+\frac{1}{2}$, produce very similar values of $Z_{m}^{u}$ for the largest $\left|Z_{m}^{u}\right|$ terms. Numerically we find that $H^{\frac{1}{2}} \approx-H^{\frac{\omega}{2}+\frac{1}{2}}$ at large $a$ and (at least at) small $q$, so these large contributions mostly cancel each other. Note that if there are some extra solutions to (5.10) that break the streak with nonzero phase, it will just mean that the large contributions will cancel for the original reason, and not that they do not cancel.

Following the last note, the $\Theta_{r}^{u}$ picture is not always simple, depending on the precise parameters. Sometimes its
absolute value crosses 1 multiple times as discussed above, and we get several large $\left|\Theta_{r}^{u}\right|$ streaks, and several small $\left|\Theta_{r}^{u}\right|$ streaks. This does not change the overall picture. When taking large $a$ these regions become denser, and so some points in the sum become exponentially large in $a$. In this case it is not so easy to know what the global maximum is, since it depends on the sizes of the different large $\left|\Theta_{r}^{u}\right|$ streaks and on the value of the factors in these streaks. But everything we argued before will still be true for the global maximum in these cases, including the partial cancellation.

The discussion of this subsection is not a feature just of $b=a+1$. It is true for any $b=a+$ const when taking large $a$, except that these cases will have more $\left|\Theta_{r}^{u}\right|=1$ crossings.

Numerical computations of (2.13) are consistent with the above discussion. The contribution of the sum over $m$ shifted solutions originating from $u=\frac{\omega}{2}$ partially cancels within itself. This can be seen from the fact that the whole sum is smaller in absolute value than the maximal term in the sum, sometimes by orders of magnitude.

The sums originating from $u=\frac{1}{2}, \frac{1}{2}+\frac{\omega}{2}$ are sometimes larger than their maximal value, but they partially cancel each other. The rest of the cancellation comes from adding the $\frac{\omega}{2}$ contribution, to get a value that is not exponentially large in $a$.

One could have thought that in the $a \rightarrow \infty$ limit, each HL solution to $Q(u ; \Delta, \omega)=-1$ (including its $m$ and $\beta$ shifts) will contribute exactly the value that the solution to $Q(u ; \Delta, \tau)=-1$ contributes at $\sigma=\tau$, matching the solutions via $\omega \leftrightarrow \tau$. However, we see that this is not true, as the contributions of some solutions to $Q(u ; \Delta, \omega)=-1$ to the index grow exponentially for large $a$. Thus, the mapping between BA solutions and gravitational solutions described in [5] needs to be modified for this case of unequal angular momentum potentials.

## VI. ALLOWED SHIFTS FROM THE GRAVITY SIDE

While most of this paper concentrated on some specific contributions to the index at $O\left(N^{2}\right)$, in this section we consider the mapping in the opposite direction, and we argue that when $\tau \neq \sigma$ there may be some additional gravitational contributions whose origin within the Bethe ansatz formalism is unknown at the moment. In order to analyze the different backgrounds, remember that the chemical potentials on the gravity side are the same as those on the conformal field theory up to an integer shift [5]

$$
\begin{align*}
\Delta_{g, 1} & =\Delta_{1}+n_{1}, \quad \Delta_{g, 2}=\Delta_{2}+n_{2} \\
\tau_{g} & =\tau+k_{2}, \quad \sigma_{g}=\sigma+k_{1} \tag{6.1}
\end{align*}
$$

On the gravity side the on-shell action (on the first branch) takes the form

$$
\begin{equation*}
I=\pi i N^{2} \frac{\Delta_{g, 1} \Delta_{g, 2} \Delta_{g, 3}}{\tau_{g} \sigma_{g}}, \tag{6.2}
\end{equation*}
$$

where $\Delta_{g, 3}=\tau_{g}+\sigma_{g}-\Delta_{g, 1}-\Delta_{g, 2}-1$. The entire partition function is periodic under integer shifts of any of the four chemical potentials, while tuning $\Delta_{g, 3}$ to preserve this linear relation. However, the on-shell action is not periodic. In [5] the periodicity was understood as coming from the contribution of different bulk geometries. The case where $\tau=\sigma$ was considered, and some of the different bulk geometries were associated with the shift $\left(\tau_{g}, \sigma_{g}\right) \rightarrow\left(\tau_{g}+1, \sigma_{g}+1\right)$. These were then argued to be matched with the contribution of the Hong-Liu solutions (2.15) with different $r$ s.

Ostensibly, there could be also shifts in the $\Delta_{g} \mathrm{~s}$, which do not seem to match to any Hong-Liu solution. However, it turned out [5] that the resulting bulks were all unstable to brane nucleation, such that the stable bulks matched in a one-to-one fashion with the contributions coming from the Bethe ansatz solutions. The brane involved is a Euclidean D3-brane that wraps an $S^{1} \subset \mathrm{AdS}_{5}$ and an $S^{3} \subset S^{5}$, and has an action which is one of

$$
I_{D_{3}}=\left\{\begin{array}{l}
2 \pi N \frac{\Delta_{g, i}}{\tau_{g}}  \tag{6.3}\\
2 \pi N \frac{\Delta_{g, i}}{\sigma_{g}}
\end{array}\right.
$$

depending on the exact cycles that the brane wraps around, see details in [5]. Since the branes do not wrap the thermal cycle, their contribution to the Euclidean partition function is $e^{i I_{D_{3}}}$, and so the geometry is stable only if

$$
\begin{equation*}
\mathbb{I m}\left(I_{D_{3}}\right) \geq 0 \tag{6.4}
\end{equation*}
$$

We will now repeat this analysis for the case where $\tau=a \omega$ and $\sigma=b \omega$, so that we have $\tau_{g}=a \omega+k_{1}$ and $\sigma_{g}=b \omega+k_{2}$. We will consider only shifts of $\tau_{g}$ and $\sigma_{g}$, so we consider stability bounds that are independent of the $\Delta_{g} \mathrm{~s}$. The stability conditions coming from combinations of three D3-branes that wrap the same $S^{1} \subset \mathrm{AdS}_{5}$ and three different choices of $S^{3} \subset S^{5}$ are

$$
\begin{equation*}
\mathbb{I m}\left(\frac{\tau_{g}-1}{\sigma_{g}}\right) \geq 0, \quad \mathbb{I m}\left(\frac{\sigma_{g}-1}{\tau_{g}}\right) \geq 0 \tag{6.5}
\end{equation*}
$$

This implies ${ }^{12}$

$$
\begin{align*}
\mathbb{I m}\left(\tau_{g}\right) & >\mathbb{I m}\left(\tau_{g}\right) \mathbb{R} e\left(\sigma_{g}\right)-\mathbb{R} e\left(\tau_{g}\right) \mathbb{I m}\left(\sigma_{g}\right)>-\mathbb{I m}\left(\sigma_{g}\right), \\
a & >a \mathbb{R} e\left(\sigma_{g}\right)-b \mathbb{R} e\left(\tau_{g}\right)>-b, \\
a & >a k_{2}-b k_{1}>-b . \tag{6.6}
\end{align*}
$$

[^9]Starting from a stable bulk solution, shifting $\tau_{g} \rightarrow \tau+a$ and $\sigma_{g} \rightarrow \sigma_{g}+b$ is always allowed. These shifts keep $\frac{\tau_{g}}{\sigma_{g}}=\frac{a}{b}$, and correspond to $\omega \rightarrow \omega+1$. They reproduce the Hong-Liu solutions with different $r$, (2.15). However, (6.6) can have other solutions. For example, when $(a, b)=$ $(2,3)$ we can also choose $k_{2}=2, k_{1}=1$, and this shift is not reproduced by merely considering the different HongLiu solutions. Conceivably, these other shifts might be reproduced from the sum over the different $\left\{m_{j}\right\}$ shifts considered in the rest of this paper, but this is beyond the scope of this paper.
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## APPENDIX: SPECIAL FUNCTIONS

We will use the notations ${ }^{13}$

$$
\begin{equation*}
q=e^{2 i \pi \tau}, \quad p=e^{2 \pi i \sigma}, \quad z=e^{2 \pi i u} \tag{A1}
\end{equation*}
$$

## 1. q-Pochhammer symbol

The q-Pochhamemer symbol is

$$
\begin{equation*}
(z ; q)_{n} \equiv \prod_{k=0}^{n-1}\left(1-z q^{k}\right), \quad(z ; q)_{\infty} \equiv \prod_{k=0}^{\infty}\left(1-z q^{k}\right), \quad \text { for }|q|<1 \tag{A2}
\end{equation*}
$$

[^10]There are also a series expansion and a Plethystic representation for $(z ; q)_{\infty}$,

$$
\begin{equation*}
(z ; q)_{\infty}=\sum_{n=0}^{\infty} \frac{(-1)^{n} q^{\frac{1}{2} n(n-1)}}{(q ; q)_{n}} z^{n}=\exp \left[-\sum_{k=1}^{\infty} \frac{1}{k} \frac{z^{k}}{1-q^{k}}\right] \tag{A3}
\end{equation*}
$$

where the first converges for $|q|<1$ while the second converges for $|z|,|q|<1$.

By relating the symbol to the Dedekind eta function,

$$
\begin{equation*}
\eta(\tau)=e^{\frac{\pi i \tau}{12}}(q ; q)_{\infty} \tag{A4}
\end{equation*}
$$

one obtains the properties of the q-Pochhammer symbol under modular transformations

$$
\begin{equation*}
(\tilde{q} ; \tilde{q})_{\infty}=\sqrt{-i \tau} e^{\frac{\pi i}{12}(\tau+1 / \tau)}(q ; q)_{\infty} \tag{A5}
\end{equation*}
$$

where $\tilde{q}=e^{-2 \pi i / \tau}$. Finally, we have the asymptotic behavior

$$
\begin{gather*}
(z ; q)_{\infty} \sim 1-z \quad \text { for } q \rightarrow 0 \\
\log (z ; q)_{\infty} \sim-\frac{z}{1-q} \quad \text { for } z \rightarrow 0 \tag{A6}
\end{gather*}
$$

## 2. Elliptic theta function

The elliptic theta function is
$\theta_{0}(u ; \tau) \equiv(z ; q)_{\infty}(q / z ; q)_{\infty}=\prod_{k=0}^{\infty}\left(1-z q^{k}\right)\left(1-z^{-1} q^{k+1}\right)$,
which gives an analytic function on $|q|<1$ with simple zeros at $z=q^{k}$ for $k \in \mathbb{Z}$ and no singularities. The infinite product is convergent in the whole domain. We can also give a plethystic expansion

$$
\begin{equation*}
\theta_{0}(u ; \tau)=\exp \left[-\sum_{k=1}^{\infty} \frac{1}{k} \frac{z^{k}+\left(q z^{-1}\right)^{k}}{1-q^{k}}\right] \tag{A8}
\end{equation*}
$$

which converges for $|q|<|z|<1$. The periodicity relations are

$$
\begin{align*}
\theta_{0}(u+n+m \tau ; \tau) & =(-1)^{m} e^{-\pi i m(2 u+(m-1) \tau)} \theta_{0}(u ; \tau), \quad m, n \in \mathbb{Z} \\
\theta_{0}(u ; \tau) & =\theta_{0}(\tau-u ; \tau)=-e^{2 \pi i u} \theta_{0}(-u ; \tau), \tag{A9}
\end{align*}
$$

and under modular transformations

$$
\begin{align*}
& \theta_{0}(u ; \tau+1)=\theta_{0}(u ; \tau) \\
& \theta_{0}\left(\frac{u}{\tau} ;-\frac{1}{\tau}\right)=-i e^{\frac{\pi i}{\tau}\left(u^{2}+u+\frac{1}{6}\right)-\pi i u+\frac{\pi i \tau}{6}} \theta_{0}(u ; \tau) \tag{A10}
\end{align*}
$$

## 3. The elliptic gamma function

The elliptic gamma function is defined by

$$
\begin{equation*}
\tilde{\Gamma}(u ; \sigma, \tau) \equiv \prod_{m, n=0}^{\infty} \frac{1-p^{m+1} q^{n+1} z^{-1}}{1-p^{m} q^{n} z} \tag{A11}
\end{equation*}
$$

This definition gives a meromorphic single valued function on $|p|,|q|<1$ with simple zeros at $z=p^{m+1} q^{n+1}$ and simple poles at $z=p^{-m} q^{-n}$ for $m, n \geq 0$. The infinite product is convergent on the whole domain. We can also give a plethystic definition

$$
\begin{equation*}
\tilde{\Gamma}(u ; \sigma, \tau)=\exp \left[\sum_{k=1}^{\infty} \frac{1}{k} \frac{z^{k}-\left(p q z^{-1}\right)^{k}}{\left(1-p^{k}\right)\left(1-q^{k}\right)}\right] \tag{A12}
\end{equation*}
$$

which converges for $|p q|<|z|<1$. The function has the following periodicity relations:

$$
\begin{align*}
\tilde{\Gamma}(u ; \sigma, \tau) & =\tilde{\Gamma}(u ; \tau, \sigma) \\
\tilde{\Gamma}(u ; \sigma, \tau) & =\tilde{\Gamma}(u+1 ; \sigma, \tau)=\tilde{\Gamma}(u ; \sigma+1, \tau) \\
& =\tilde{\Gamma}(u ; \sigma, \tau+1) \\
\tilde{\Gamma}(u+\sigma ; \sigma, \tau) & =\theta_{0}(u ; \tau) \tilde{\Gamma}(u ; \sigma, \tau) \\
\tilde{\Gamma}(u+\tau ; \sigma, \tau) & =\theta_{0}(u ; \sigma) \tilde{\Gamma}(u ; \sigma, \tau) \tag{A13}
\end{align*}
$$

Moreover,

$$
\begin{equation*}
\tilde{\Gamma}(u ; \sigma, \tau) \tilde{\Gamma}(\sigma+\tau-u ; \sigma, \tau)=1 \tag{A14}
\end{equation*}
$$

The elliptic gamma function has $S L(3, \mathbb{Z})$ modular properties. For $\sigma, \tau, \sigma / \tau, \sigma+\tau \in \mathbb{C} \backslash \mathcal{R}$ there is a "modular formula" [66]:

$$
\begin{align*}
\tilde{\Gamma}(u ; \sigma, \tau) & =e^{-\pi i \mathcal{Q}(u ; \sigma, \tau)} \frac{\tilde{\Gamma}\left(\frac{u}{\tau} ; \frac{\sigma}{\tau},-\frac{1}{\tau}\right)}{\tilde{\Gamma}\left(\frac{u-\tau}{\sigma} ;-\frac{1}{\sigma},-\frac{\tau}{\sigma}\right)} \\
& =e^{-\pi i \mathcal{Q}(u ; \sigma, \tau)} \frac{\tilde{\Gamma}\left(\frac{u}{\sigma} ;-\frac{1}{\sigma}, \frac{\tau}{\sigma}\right)}{\tilde{\Gamma}\left(\frac{u-\sigma}{\tau} ;-\frac{\sigma}{\tau},-\frac{1}{\tau}\right)}, \tag{A15}
\end{align*}
$$

where $\mathcal{Q}(u ; \sigma, \tau)$ is the cubic polynomial

$$
\begin{align*}
\mathcal{Q}(u ; \sigma, \tau)= & \frac{u^{3}}{3 \sigma \tau}-\frac{\sigma+\tau-1}{2 \sigma \tau} u^{2} \\
& +\frac{\sigma^{2}+\tau^{2}+3 \sigma \tau-3 \sigma-3 \tau+1}{6 \sigma \tau} u \\
& +\frac{(\sigma+\tau-1)(\sigma+\tau-\sigma \tau)}{12 \sigma \tau} . \tag{A16}
\end{align*}
$$

In the degenerate case $\sigma=\tau$ the formula above is not valid. For $u \in \mathbb{C} \backslash(\mathbb{Z}+\tau \mathbb{Z})$, however, there is a degenerate relation

$$
\begin{equation*}
\tilde{\Gamma}(u ; \tau, \tau)=\frac{e^{-\pi i \mathcal{Q}(u ; \tau, \tau)}}{\theta_{0}\left(\frac{u}{\tau} ;-\frac{1}{\tau}\right)} \prod_{k=0}^{\infty} \frac{\psi\left(\frac{k+1+u}{\tau}\right)}{\psi\left(\frac{k-u}{\tau}\right)}, \tag{A17}
\end{equation*}
$$

where the function $\psi$ is the elliptic digamma function defined below and the polynomial $\mathcal{Q}$ reduces to
$\mathcal{Q}(u ; \tau, \tau)=\frac{(2 u-2 \tau+1)\left(2 u(u+1)-2 \tau(2 u+1)+\tau^{2}\right)}{12 \tau^{2}}$.
(A18)
Using
$\mathcal{Q}(u+1 ; \tau, \tau)-\mathcal{Q}(u ; \tau, \tau)=\frac{(u+1)(u+1-2 \tau)}{\tau^{2}}+\frac{5}{6}$,
one can check that $\tilde{\Gamma}(u ; \tau, \tau)$ is invariant under $u \rightarrow u+1$.

## 4. Function $\psi$

Define, for $\mathbb{I m}(t)<0$, the function

$$
\begin{align*}
\psi(t) & =\exp \left[t \log \left(1-e^{-2 \pi i t}\right)-\frac{1}{2 \pi i} \mathrm{Li}_{2}\left(e^{-2 \pi i t}\right)\right] \\
& =\exp \left[-\sum_{\ell=1}^{\infty}\left(\frac{t}{\ell}+\frac{1}{2 \pi i \ell^{2}}\right) e^{-2 \pi i t t}\right] . \tag{A20}
\end{align*}
$$

The branch of the logarithm is determined by its series expansion $\log (1-z)=-\sum_{\ell=1}^{\infty} z^{\ell} / \ell$, whereas $\mathrm{Li}_{2}(z)=$ $\sum_{\ell=1}^{\infty} z^{\ell} / \ell^{2}$ is the dilogarithm. One can show that the branch cut discontinuities of the logarithm and the dilogarithm cancel in the definition of $\psi(t)$, such that the latter extends to a meromorphic function on the whole complex plane. Some useful properties of $\psi(t)$ are

$$
\begin{align*}
\psi(t) \psi(-t) & =e^{-\pi i\left(t^{2}-1 / 6\right)} \\
\psi(t+n) & =\left(1-e^{-2 \pi i t}\right)^{n} \psi(t) \quad \text { for } n \in \mathbb{Z} . \tag{A21}
\end{align*}
$$

In particular, from (A20), $\psi(0)=e^{\pi i / 12}$.
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[^1]:    ${ }^{1}$ Often the powers of the fugacities are written as $p^{J_{1}+\frac{1}{2} r} q^{J_{2}+\frac{1}{2} r}$. Compared to this convention, we have swallowed a power of $(p q)^{1 / 3}$ into $y_{1}$ and $y_{2}$, such that the index is a single-valued function. The relation of our variables to those of [62] is $p=\left.t^{3} y\right|_{\text {there }}, q=t^{3} /\left.y\right|_{\text {there }}, y_{1}=\left.t^{2} v\right|_{\text {there }}, y_{2}=t^{2} w /\left.v\right|_{\text {there }}$.

[^2]:    ${ }^{2}$ To prove this, use (3.38) of [58] for every term in $\mathcal{Z}$.

[^3]:    ${ }^{3}$ As shown in [58], no other poles in the integrand will contribute, since they are either canceled by poles of the denominator of a high enough degree, or they are outside the new contour of integration.
    ${ }^{4}$ This is a bit of a simplification, since we assumed that all solutions are discrete and not part of a continuum. That is known not to be the case for $N \geq 3$. The contribution of continuous families of solutions will be discussed in [64]. It does not seem to qualitatively change the behavior discussed in this paper.

[^4]:    ${ }^{5}$ Note that in some cases the shift may take a solution to itself up to a permutation of the eigenvalues, but this will not affect the arguments below.

[^5]:    ${ }^{6}$ In some regimes of the chemical potentials $\Delta$ we need to replace $[\Delta]_{\omega}$ by $[\Delta]_{\omega}^{\prime}=[\Delta]_{\omega}+1$.

[^6]:    ${ }^{7}$ In Appendix A of [10] this is shown for the case $M=1$, and with minor modifications the proof can be generalized to any $M \in \mathbb{N}$.
    ${ }^{8}$ Write $M=\mu x$ where $\operatorname{gcd}(x, a b)=1$ and therefore $x$ has a modular inverse modulo $a b$. Then $\sum_{c=1}^{a b} f(M c \bmod a b)=$ $\sum_{c=1}^{a b} f(\mu x c \bmod a b)=\sum_{c=1}^{a b} f(\mu c \bmod a b)$, and so the sum only depends on $\mu=\operatorname{gcd}(M, a b)$.

[^7]:    ${ }^{9}$ We note that these two infinite sums can be resummed into

    $$
    \begin{align*}
    & a b \sum_{k=0}^{\infty} \log \left[\frac{\psi\left(\frac{\tilde{N}\left(k+1+[\Delta]_{\omega}\right)}{\omega}\right)}{\psi\left(\frac{\tilde{N}\left(k-[\Delta]_{\omega}\right)}{\omega}\right)}\right] \\
    & \quad-N\left(M-\frac{a}{2}-\frac{b}{2}\right) \log \left[\theta_{0}\left(\frac{\tilde{N}[\Delta]_{\omega}}{\omega} ;-\frac{\tilde{N}}{\omega}\right)\right] . \tag{4.24}
    \end{align*}
    $$

[^8]:    ${ }^{10}$ When computing $\lim _{\Delta \rightarrow 0} \Psi_{\Delta}$ some of the terms in $\Psi_{\Delta}$ diverge．When $M=1$ ，these divergences directly cancel with the second term in（4．5）．In any case，the $O\left(N^{2}\right)$ terms we focus on here do not diverge，while presumably divergences in subleading orders cancel with the subleading terms we neglected．
    ${ }^{11}$ We neglected an imaginary part that determines the phase of the contribution to the index，which in any case is sensitive to $O(1)$ terms．

[^9]:    ${ }^{12}$ Note that the inequality is independent of $\mathbb{R} e(\omega)$, as it cancels between the two terms of the second inequality.

[^10]:    ${ }^{13}$ Note that this convention is more common in the literature concerning modular functions and transformations. In some of the literature concerning elliptic functions one uses $q^{\prime}=$ $e^{\pi i \tau}=\sqrt{q}$, even though it is denoted by $q$ there.

