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Abstract: We propose to study the flavor properties of the top quark at the future Circular Electron Positron Collider

(CEPC) in China. We systematically consider the full set of 56 real parameters that characterize the flavor-changing

neutral interactions of the top quark, which can be tested at CEPC in the single top production channel. Compared
with the current bounds from the LEP2 data and the projected limits at the high-luminosity LHC, we find that CEPC
could improve the limits of the four-fermion flavor-changing coefficients by one to two orders of magnitude, and

would also provide similar sensitivity for the two-fermion flavor-changing coefficients. Overall, CEPC could explore

a large fraction of currently allowed parameter space that will not be covered by the LHC upgrade. We show that the

c-jet tagging capacity at CEPC could further improve its sensitivity to top-charm flavor-changing couplings. If a sig-

nal is observed, the kinematic distribution as well as the c-jet tagging could be exploited to pinpoint the various fla-

vor-changing couplings, providing valuable information about the flavor properties of the top quark.
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1 Introduction

After the discovery of the Higgs boson [1, 2], the fo-
cus of high energy physics turned to the study of its de-
tailed properties. While the Higgs measurements at the
Large Hadron Collider (LHC) could reach a precision
level of about 5%~10% [3] (except for the Higgs trilin-
ear coupling), precision measurements of Higgs coup-
lings could benefit from the cleaner environment of a fu-
ture e*e” collider. Among several proposals, the Circular
Electron Positron Collider (CEPC) in China [4, 5] is pro-
posed to run as a Higgs factory at 240 GeV, which max-
imizes the e*e™ — HZ cross-section, producing at least a
million Higgs bosons over a period of 7 years.

Apart from the Higgs boson, the top quark could play
an equally important role in the electroweak symmetry
breaking mechanism [6]. By virtue of its large mass, it is
often thought of as a window to new physics. Producing
top quark pairs at a lepton collider would, however, re-
quire a minimum center-of-mass energy of about 2m;., ~
345 GeV, beyond the currently planned CEPC energy.
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While an energy upgrade above the # threshold remains
an option, an interesting question to ask is whether we
could still learn something about the top quark at an en-
ergy below the production threshold. One possibility, for
instance, would be to study virtual top quarks, which ap-
pear in almost all electroweak processes due to quantum
corrections [7-9].

In this work, we study a different possibility: instead
of producing pairs of top quarks on shell, single top quark
can be produced in association with a light quark. The
process eTe” — 1(f)j is possible with E.y, =240 GeV. This
process is highly suppressed by the Glashow-Iliopoulos-
Maiani (GIM) mechanism [10] in the Standard Model
(SM), but if physics beyond SM exists and gives rise to
the so called top quark flavor-changing neutral (FCN) in-
teractions, this production mode could happen via an s-
channel Z or photon, or via a contact four-fermion FCN
interaction. The top quark FCN couplings have been
searched for at the LHC, Tevatron, LEP2 and HERA ex-
periments [11-52]. Currently, the best constraints of the
two-fermion FCN couplings come from the LHC [15, 24,
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34, 39, 40], while the four-fermion contact interactions
have received much less attention, even though they are
indispensable for a complete description of FCN coup-
lings, and are also motivated by the explicit models bey-
ond SM [53-56]. Interestingly, it was shown that the best
sensitivity for the eetq contact interactions is still given
by the LEP2 experiments, despite its much lower integ-
rated luminosity [53, 57]. LHC and LEP2 thus provide
complementary constraints of the theory space spanned
by the two types of FCN interactions. This immediately
implies that a future e*e™ collider could further improve
our knowledge of the top quark flavor properties. The
goal of this paper is to study the prospects of top FCN
couplings at CEPC, to demonstrate that a similar comple-
mentarity is expected between CEPC and the high-lumin-
osity LHC (HL-LHC), and to provide input for CEPC ex-
periments. Similar prospects have been provided previ-
ously for TESLA, FCC-ee, and CLIC [58—60], but only
the CLIC report [60] has considered the four-fermion in-
teractions.

The paper is organized as follows. In Section 2, we
describe the theory background with focus on the two-
fermion FCN and four-fermion eetq FCN interactions,
and their different sensitivities at a hadron collider and a
e*e” collider. In Section 3, we give the details of our sim-
ulation and our analysis strategy. In Section 4, we present
our results and discuss possible improvements. Section 5
is devoted to our conclusion. Some additional results can
be found in Appendix A.

2 Flavor changing effective operators

FCN interaction of the top quark is highly suppressed
by the GIM mechanism. The branching ratios for two-
body top FCN decays in SM are of the order of
10712-1071% [61-63]. Any hint for such processes would
thus immediately point to physics beyond SM. A wide
variety of limits have been set on these couplings. For ex-
ample, flavor changing decay modes r — ¢Z and t — gy
were searched for at the Tevatron by CDF [11-13] and
DO [14], and at the LHC by ATLAS [15-19] and CMS
[20—22]. At the LHC, r— gH was also searched for
[23-32]. Direct top production, pp — t, was considered at
the Tevatron by CDF [33], and at the LHC by ATLAS
[34-36], while a similar production with an additional jet
in the final state was considered by DO [37, 38] and CMS
[39]. Single top production in association with a photon
and a Z were searched for by CMS [40] and ATLAS [41].
At LEP2, ete™ — tj was investigated by all four collabor-
ations [42—47], while at HERA, the single-top e p — et
production was considered by ZEUS [48, 49] and HI
[50-52]. The most constraining limits were recently col-
lected and summarized in Table 33 of Ref. [57]. The
sensitivities in terms of the two-body branching ratios are

roughly of the order 10~ to 1073, approaching the expec-
ted values from typical new physics models [64].

A complete and systematic description of the top
quark FCN couplings based on the Standard Model Ef-
fective Field Theory (SMEFT) [65—67] was discussed
and documented in the LHC TOP Working Group note
[68]. The idea is that starting from the Warsaw basis op-
erators [69], one defines linear combinations of Wilson
coefficients that give independent contributions in a giv-
en measurement. For the e*e™ — tj process, the relevant
basis operators are the following two-fermion operators:

04 = (@'iD up) (@7"a;), (1)
00 = (¢"iD L) (a7 q;). 2)
0% = (¢"iD ug) (miv*uy) 3)
ol = (qio*7'uj) W, 4)

0D = (qi0*'u;) @B, 5)

where ¢ is the Higgs doublet, § = iop, 7/ is the Pauli
matrix, B, and W;iv are the U(1)y and S U(2), gauge field

R d n — R g
strength tensors, (¢'iD ,p) =ip’ (D,,—Dﬂ)go, and (¢'iD )=

i (T’ D,-D,7! )lp. The following four-fermion basis op-
erators are also relevant:

07 = (lyul) @ a1) ©6)
0™ = (') (@' 1), )
O = (Toyl) (e w). ®)
0" = (eivue;) @r"ar) )
0.l = (@) @y w), (10)

O = (lie;) & @uu), (11
Opit? = (lioue ) & (@ ), (12)

where i, j,k,l are flavor indices. For the four-fermion op-
erators, only the i = j = 1 components are relevant for the
ete” - 1(f)j process. Other operators such as 0%) =
(go"'go) (q,-u j(,b) and 0(”) (q,O'*“’T“u ]) ¢G4, could lead to
FCN couplings tqH and tqg, but they cannot be probed in
the single top channel. The following linear combina-
tions of Wilson coefficients can be defined as independ-
ent degrees of freedom that enter this process:
Two-fermion degrees of freedom:

[1](3+a) [31f ~1(3a) 3(3a)
Coq {Csaq _Cwq }’ (13)
[ ](3+a) — [31f ~1Ga)
=), (14)
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A = fewCiy’ +swCip ) (15)
en " = {ewCiy +swC). (16)
1= (i renci).
I[AIZ](LB)_{_SWC,(Z;)'FCWCI(;;)}. (18)

Four-fermion eetgq degrees of freedom:

Cl—q[l](l,3+a) - g]{c;;113a) _C?;113a)}’ (19)
Lq](l 3+a) _ [;]{Cglsa)}’ (20)

CEu](l 3+a) _ (9] {C;;Ba)} @1
cA3+a) Q]{CgLB")}, 22)
s = Dlclot), @
lequ(l a3) _ [5]{ 11:;111443)} 24)
g]/u(l 3a) _ 19] { 136(;;311)} 25)
cg}]j(uﬁ) _ [S{ ?e(;;a%)} (26)

where quark generation indices (a = 1,2) and lepton gen-
eration indices are enclosed in parentheses. An / in the
superscript represents the imaginary part of the coeffi-
cient, denoted by J on the right hand side, while without
1 only the real part is taken, represented by R on the right
hand side. In total, one collects the following 28 real and
independent degrees of freedom for each a (and thus 56
in total):

C7(3+a) c(a3) (a3) c7(1,3+a) (1 3+a) S(1,a3) cT(l,a3)
(2% uzZ uA Iq Ceq lequ lequ
(3+a) (3a) (3a) (1,3+a) (1 3+a) S(1,3a) T(1,3a)
Cou Cuz uA lu Ceu lequ lequ
—I(3+a) I(aS) 1(a3) —-1(1,3+a) 1(1 3+a) SI(1,a3) TI(1,a3)
Coq Cuz Cua lq Ceq lequ clequ
1(3+a) 1(3a) I(3a) 1(1,3+a) I(1,3+a) SI(1,3a) TI(1,3a)
Cou uzZ Cua lu eu lequ lequ
27)

Among the seven columns, the first three come from
the two-fermion operators. c,, and ¢y, give rise to 1gZ
coupling with a vector-like Lorentz structure, while c,4
and ¢,z give rise to the tqy and tqZ dipole interactions.
The last four come from the eerq four-fermion operators.
Cly Clu> Ceqs and c,, coefficients give rise to interactions
between two vector currents, while c Tequ and Cleq to inter-
actions between two scalar and two tensor currents, re-
spectively. We note that the first two rows are CP-even
while the last two rows are CP-odd. The first and the
third rows involve a left-handed light quark, while the
second and the fourth rows involve a right-handed light
quark. The interference between coefficients from differ-
ent rows in the limit of massless quarks vanishes for this

reason. Furthermore, the signatures of the degrees of free-
dom in the first row are identical to those in the third row,
and similarly the second row is identical to the fourth
row. This is due to the absence of an SM amplitude that
interferes with the FCN coefficients, which leads to
cross-sections that are invariant under a change of phase:
ci+cli— eP(c;+chi). It is therefore sufficient to focus on
the degrees of freedom in the first two rows, and in the
rest of the paper we will refer to them simply as coeffi-
cients. We also note that the e*e™ — ¢ signal of the coef-
ficients from the first two rows are similar, up to a
0 — n—6 transformation of the scattering angle in the 7;
production. The decay of the top quark, however, breaks
this similarity. This is because the two coefficients pro-
duce left-handed and right-handed top quarks respect-
ively, while the lepton momentum from the top decay is
correlated with the top helicity. This leads to a difference
in signal efficiencies between the first two rows.

Two-fermion FCN interactions in the first three
columns are considered in almost all experimental
searches. Four-fermion FCN interactions, on the other
hand, have unduly been neglected. They were proposed
in Ref. [70], and searched for at LEP2 by the L3 and
DELPHI collaborations [45, 47], but the three-body de-
cays through four-fermion FCN interactions have never
been searched for at the Tevatron or LHC, except for the
lepton-flavor violating case. As for the prospects at fu-
ture e*e” colliders, four-fermion couplings were also neg-
lected in the studies of single top at TESLA and FCC-ee
[58, 59], although the recent CLIC yellow report has in-
cluded them [60]. However, the four-fermion operators
are indispensable for a complete characterization of the
top quark flavor properties. They could arise, for ex-
ample, in the presence of a heavy mediator coupling to
one top quark and one light quark, or in the cases where
the equation of motion (EOM) is used to remove redund-
ant two-fermion operators in terms of the basis operators.
Their existence also guarantees the correctness of the ef-
fective description when particles go off-shell or in loops,
see [53] for a detailed discussion. The three-body decay
t—cff was calculated in several explicit models
[54-56], giving a further motivation for considering the
tcll contact operators. Ref. [71] recast the LHC con-
straints of ¢ — gZ to provide bounds. Finally, the lepton-
and-quark-flavor violating top decay through contact in-
teractions was studied in [72], and recently searched for
by the ATLAS collaboration [73].

An interesting fact about the eetg four-fermion FCN
interaction is that the most stringent limits are still com-
ing from the LEP2 experiments. In Ref. [57], a global
analysis based on the current bounds was performed
within the SMEFT framework. The result clearly showed
that the LHC is more sensitive to the two-fermion operat-
or coefficients, while LEP2 is more sensitive to the four-
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fermion ones. Hence, their results are currently comple-
mentary in the full parameter space, as demonstrated in
Fig. 59 in Section 8.1 of Ref. [57]. The complementarity
persists even with HL-LHC (see Fig. 59 right of Ref.
[57]), despite an order of magnitude difference between
the LEP2 and HL-LHC luminosities. Clearly, this im-
plies that an e*e™ collider with higher luminosity could
continue to provide valuable information about the top
FCN interactions, and explore the parameter space which
will not be covered by the HL-LHC.

The difference in sensitivities between the two types
of colliders can be understood as follows. The two-fermi-
on operators can be searched for at the LHC by the fla-
vor-changing decay of the top quark, but the same decay
through a four-fermion operator is a three-body decay
and will be suppressed by an additional phase space
factor. As an illustration, the decay rates of t— cete”
through ¢y, ¢,z and ¢, are 8.1x107°,2.4x 107 GeV and
3.2x 1076 GeV , respectively, for ¢/A2 = 1 TeV . Further-
more, the e*e™ mass spectrum is a continuum, and thus
the best sensitivity requires a dedicated search without a
mass window cut (see discussions in Refs. [53, 71]).
Searching for four-fermion operators in single top chan-
nels at a hadron collider suffers from the same phase-
space suppression. The situation in an e*e~ collider is,
however, different. The two-fermion operators can be
searched for through single top e*e™ — Z*/y* —1tj (or
through top decay if the center-of-mass energy allows for
top quark pair production, though typically the former has
a better sensitivity [58]). In the case of a four-fermion op-
erator, instead of a suppression effect, the production rate
is actually enhanced due to the fact that there is one less
propagator than in the two-fermion case. As an illustra-
tion, the single top production cross-section at E ., = 240
GeV for cyy, cuz and ¢, are 0.0018 pb, 0.020 pb and 0.12

el 9
t#./ t
!
Z
I
e <t e>.<t
e> q e q

Fig. 1. (color online) (top) The flavor-changing decay at the
LHC. The four-fermion operator contribution is suppressed
by an additional phase space factor compared with the two-
fermion contribution. (bottom) The flavor-changing single
top at a e*e™ collider. The four-fermion operator contribu-
tion is enhanced due to one less s-channel propagator than

in the two-fermion case. Green dots and blue squares rep-
resent two- and four-fermion operator insertions.

pb, respectively, for ¢/A% =1 TeV ?, and this enhance-
ment effect increases with energy. The comparison of the
two cases is illustrated in Fig. 1. Another advantage of a
lepton collider is that one can reconstruct the missing mo-
mentum. This is not relevant for the problem at hand, but
could be important for setting bounds on four-fermion
operator with neutrinos, see Ref. [74].

3 Simulation

To study the prospects of top FCN couplings, we con-
sider the scenario of CEPC running with a center-of-mass
energy E.n =240 GeV and an integrated luminosity of
5.6 ab '. We simulate the signal and background at lead-
ing order with parton shower by MADGRAPHS
AMC@NLO [75] and PYTHIAS [76, 77]. The signal is
generated with the UFO model [78, 79], DIM6TOP,
which follows the LHC TopWG EFT recommendation
[68] and is available at https://feynrules.irmp.ucl.ac.be/
wiki/dim6top. The detector level simulation is performed
with DELPHES with the default CEPC card [80]. Jets are
reconstructed using the FASTJET package [81] with the
anti-k; algorithm [82] with a radius parameter of 0.5.
Automatic calculation for QCD corrections of processes
involving only two-fermion FCN operators were de-
veloped in Ref. [83] (see also Refs. [84—92] where the
results for the other top flavor-changing channels have
been presented). The corrections for four-fermion operat-
ors were given in the appendix of Ref. [53]. The sizes are
below 20%, corresponding to less than 10% change in the
coefficients, and therefore we neglect these corrections in
this work. The dominant background comes from the W-
pair and Z-pair production, and we do not expect a signi-
ficant change at the next-to-leading order in QCD.

We consider the semi-leptonical top quark decays.
The signal final state is bjlv, where j is an up or charm
quark jet. The dominant background is gq’lv, with one
light or charm quark jet misidentified as a b-jet. A large
fraction comes from the W pair production with one W
decaying hadronically and the other leptonically, while
the diagrams with only one W resonance decaying lepton-
ically also make an important contribution. We thus take
into account the full contribution from the e*te™ —» Wqqg’
process with W decaying leptonically. Adding all the dia-
grams from e*e™ — lvqg’ does not make a sizable change
to the background [58], and so they are not taken into ac-
count. Another source of background comes from bbll
and ccll, where one of the jets is mistagged and one of the
leptons is missed by the detector. This is included in our
simulation, but the contribution is subdominant. Selected
diagrams for the signal and background are shown in
Fig. 2.

Based on the expected signature of the signal process,
we select events with exactly one charged lepton (elec-
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b
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u,c u,c

e
Fig. 2. (color online) Selected Feynman dlagrams for the

signal (top) and background (bottom). Green dots and blue

squares represent two- and four-fermion operator insertions.

c

Red double lines represent top quark propagators.

tron or muon) and at least two jets. The charged lepton
must have pr > 10 GeV and || < 3.0. All jets are required
to have pr > 20 GeV and |5| < 3.0. Exactly one jet should
be b-tagged. If more than one non-b-tagged jet is present,
the one with the highest pr is selected as the up or charm
quark jet candidate. We have chosen a b-tagging work-
ing point with 80% efficiency for b-jets and a mistagging
rate of 10% (0.1%) from c-jets (light jets) [93]. A miss-
ing energy greater than 30 GeV is also required due to the
presence of a neutrino. The W boson candidate is recon-
structed from the charged lepton and the missing energy.
The top quark candidate is reconstructed by combining
the W boson candidate with the b-jet.

At the parton level, we expect the non-b-tagged jet

P ~58 GeV. For the

background, if the contribution coriles from the diboson
production (e.g. Fig. 2 down left), we expect the dijet
mass to peak at my =80.4 GeV. The contribution from
the non-resonant diagrams (e.g. Fig. 2 down right) can-
not, however, be neglected and gives rise to a continuum
spectrum in the dijet mass distribution. At the reconstruc-
tion level, it turns out that the energy of the non-b-tagged
jet Ej, the invariant mass of the b-jet and the non-b-
tagged jet mj;, and the invariant mass of the top quark
candidate m,, are the most useful variables to discrimin-
ate the signal from background. In Fig. 3, we plot these
variables at the reconstruction level, for the background
as well as for the signals from the two typical operator
coefficients, ¢,z and c,,, for illustration.

As our baseline analysis, we impose the following
kinematic cuts at the reconstruction level

Ej<60GeV, (28)
m; > 100 GeV, (29)

from the signal to have E; =

0.08- Vs =240 GeV signal ¢
0.07F Signal C“ o
é 0.06F WBackground
c C
W 0.05c
3 =
N 0.04F
[ [
€ 0.03F
o £ ST
Z 0.02f /
0.015
0% 60 80 A100 120 140 160 180 200 220 240
My, [GeV]
0.08F s =240 GeV Signal ¢
0.07F Signal ¢, (Fava
é 0.065 WBackground
c C
W 0.05
o E
[} £
N 0.04F
© £
£ 0.03
[e] C
o002 S
0.01F
05 r//////////‘//m
GeV
0.12~ ] 3
[ Vs=240GeV Slgnalc
0.1 : Signal ¢, ffae
.§ L g % Background
E 008 %
= /
8 0.08f- /
© r /
€ r ;
S 0.04f /
z F 4 4
0.021 /
O: i //Z/Zwﬁ .,
0 20 40 60 80 100 120 140 160 180 200
m, [GeV]
Fig. 3. (color online) Signal and background at the recon-

struction level. Distributions of myp, E;, and mj; are shown

for signals from 2 and (2.

Miop < 180 GeV. (30)

These cuts are motivated by Fig. 3. The expected number
of background events after event selection is about 1400
with an integrated luminosity of 5.6 ab ', corresponding
to a statistical uncertainty of about 2.7%. We assume that
the systematic uncertainty will be under control below
this level. The impact of the systematic uncertainty can
be easily estimated, e.g. a 3% systematic uncertainty will
weaken the bound of the cross-section by a factor of
about 1.5, which corresponds to a factor of 1.2 on the
value of the coefficients. In the rest of the paper we
simply ignore the systematic effects. We will see that this
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simple baseline scenario already allows to obtain reason-
able sensitivities.

In the absence of any FCN signal, the 95% confid-
ence level (CL) upper bound of the fiducial cross-section
is 0.0134 fb. Alternatively, the 5o discovery limit of the
signal cross-section, determined by S/ VB =5, is a func-
tion of the integrated luminosity Liy:

_5\/0‘3_ 251fb

o= = .
VLint v Lmt/fb_l

The cross-section is a quadratic function of the oper-
ator coefficients. Including the interference effects, such a
function has 28 independent terms for the 7 coefficients
in each row of Eq. (27). These terms for the first two
rows are the same as those for the last two rows, because
they only differ by a CP phase which would never show
up in the cross-section (without any possible interference
with SM). Thus, only 56 independent terms need to be
determined for the first two rows for each a. We sample
the parameter space by 56 points and simulate the fidu-
cial cross-section for each of them. The results are fitted
by the following form:

(1 TeV)*
o=
a=1,2

€2

— -7 — —T
(o vdmed) o)

where €, denote the vectors formed by the coefficients
in the first and second rows of Eq. (27). a is the light
quark generation. M{, are 7 x 7 matrices. The above result
allows to convert the upper bound and discovery limit of
the cross-section into a 56-dimensional coefficient space.

We have verified the relations between signatures
from different rows in Eq. (27): the 1st (2nd) and the 3rd
(4th) rows always give the same signatures; the 1st (3rd)
and the 2nd (4th) rows at the production level are identic-
al up to a § > n—6 transformation in the production
angle, but differ if the top decays. In Appendix A, a com-
parison between the signals from cf;), cf’zz) and Ci (223) are
shown in Fig. Al. A comparison between the signals
from cgif*z), 32 and c£21’3+2) are shown in Fig. A2.

Our baseline analysis could be improved by exploit-
ing additional features of the signal with a template fit.

One possibility is to make use of heavy flavor tagging.
The operators with a =2, requiring a tagged c-jet in the
signal definition, could largely suppress the background,
as most background comes from events with one charm
quark and one strange quark in the final state, with the
charm mistagged as a b. The clean environment of CEPC
allows a precise determination of the displaced vertices
and excellent capability of c-jet tagging [5]. We assume a
working point with a 70% tagging efficiency for c-jets
and 20% (12%) mistagging rate from b-jets (light jets)
[93]. To constrain the coefficients with a =2, we require
a c-jet in the signal definition, while to constrain the a = 1
coefficients we veto the events with a c-jet, although the
latter is not expected to significantly change the sensitiv-
ity as most background events do not have an extra c-jet
except the one that fakes the b-jet. Another useful inform-
ation is the angular distribution of the single top, which is
determined by the specific Lorentz structure of the oper-
ator. In Fig. 4 , we show the distribution of the top scat-
tering angle from all 7 coefficients in the first row at the
parton level and the reconstruction level. The scattering
angle 6 is defined as the angle between the momentum of
the e* beam and ¢ or 7. The distributions for the top and
anti-top are related by § — 7— 6 , and this is illustrated by
comparing the first two plots in Fig. 4. Furthermore, this
holds even for the reconstructed top and anti-top candid-
ates from the background due to the CP symmetry. For
this reason, we consider the observable ¢ = Q; x cos¥, i.e.
the lepton charge times the cosine of the scattering angle.
The discrimination power of this observable is illustrated
in the right plot of Fig. 4, at the reconstruction level. We
perform a template fit by further dividing the signal re-
gion into 4 bins, defined as ce(-1,-0.5), [-0.5,0),
[0,0.5), and [0.5,1). To construct a y? fit, we take VB in
each bin as the experimental uncertainty. The smallest
number of events in one bin is 24 even after requiring a c-
jet, and so the Gaussian distribution is a good approxima-
tion. We simulate the Gaussian fluctuation in all bins by
generating a large number of pseudo-measurement
samples and compute the average y? for each point in the
coefficient space. Our 95% CL bound is determined by

0.12 0.12F
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Fig. 4. (color online) Scattering angle from the signals of the seven coefficients in the first row of Eq. (27). 6,p is defined as the angle

between the momentum of the e* beam and ¢ or 7. (left) parton level, for top production. (middle) parton level, for anti-top produc-
tion. (right) reconstruction level, for top production, including the background.
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(x*) <9.49.
4 Results

Following our baseline analysis, the 95% CL limits of
the individual coefficients in the first row are given in
Fig. 5, where they are compared with the current limits
from LHC+LEP2 and with the HL-LHC projection. FCC-
ee projection at the center-of-mass energy of 240 GeV is
given in Ref. [59], but only for the 3 two-fermion coeffi-
cients, and we show them in the same plot. Note that Ref.
[71] suggested that the current signal region of the
t — gl*1~ decay mode, designed for the search of r — gZ
mode, can be extended by including the “off-shell” re-
gion with |m;.- —mgz| > 15 GeV. This could lead to HL-
LHC prospects that are slightly better than Fig. 5 for
some of the four-fermion coefficients. The CLIC bounds,
on the other hand, are only available with higher center-
of-mass energy runs and are not shown in the plot. For
example, the expected limits of the four-fermion coeffi-
cients from a 380 GeV run with an integrated luminosity
of 500 fbfl, are about a factor of 3 ~ 4 better than those
from CEPC, due to the higher beam energy and beam po-
larization [60].

Looking at the 3 two-fermion coefficients on the left,
the limits are either weaker than or comparable to HL-
LHC. Still, we emphasize that even in this case the CEPC
measurement provides an important consistency check
with the existing results. The most interesting result,
however, is the improvement of the other four four-fermi-
on coefficients. As expected, we see that they are 1~2 or-

ders of magnitude better than the current limits and the
combination of HL-LHC and LEP2. Similar results are
observed for the second row operators and are displayed
in Fig. A3 in Appendix A. In Fig. 6 , we show the two-di-
mensional bound of the two-fermion coefficient c;,(f”)
and the four-fermion coefficient c(e}f“’), compared with
LHC, HL-LHC, and LEP2. Clearly, a large fraction of the
currently allowed parameter space will be probed by
CEPC. A similar plot for the operators in the second row
of Eq. (27) is given in Fig. A4 in Appendix A.

In Fig. 7 we plot the discovery limits of the seven
coefficients in the first row of Eq. (27) in terms of A/ v/c ,
as a function of integrated luminosity. The scale is
roughly that of new physics, assuming that the coupling
is of the order of one. The plot shows that new physics at
a few TeV leading to four-fermion FCN interactions can
be discovered already at an early stage of CEPC running.
The improvement with luminosity is, however, less signi-

ficant. Note that the two curves corresponding to c§;’3+2)

and cl_q(l’3+2) overlap with each other. This is because they

give rise to four-fermion couplings that only differ in the
chirality of the electron fields, and thus have the same
rate in the signal region defined by our baseline analysis.
The results for the coefficients of the second row are giv-
en in Appendix A, Fig. A5, where a similar degeneracy
between 2 and cﬁ’“z) can be observed.

The template fit method described in the previous
section leads to two-fold improvements. First, if SM is
assumed, the 95% CL limits of the operator coefficients
for a =2 are improved. This is mostly due to the c-tag-
ging requirement. The results are shown in Fig. 5 (red

1.5} 959 CL individual limits 1
I A=1TeV
2
5 I [1 LHC+LEPu
2 1.0 1 [ LHC+LEPc
fam}
g i ] HL-LHC+LEP u
Q
g ] HL-LHC+LEP ¢
z 05' [1 FCC—ee u&c
% 1 1 © CEPC baseline
r O CEPC template fit
0.0k ! ﬂ_mﬁ o [ e [ o [
—(3+a) (a3) (a3) ~(13+a) (13+a) S1a3) T(1a3)
C¢q CuA Cuz Clq lequ lequ

Fig. 5.

(color online) The 95% CL limits of the individual coefficients in the first row of Eq. (27) as expected from CEPC, compared

with the existing LHC+LEP2 bounds and the projected limits from HL-LHC+LEP2 and FCC-ee with 3 ab ' luminosity at 240 GeV
(only for the first three coefficients), see Refs. [57, 59]. The results for both generations a = 1,2 are displayed. The orange column
“CEPC baseline” is the expected limit following our baseline analysis, which applies to both flavors (a = 1,2). The red column
“CEPC template fit” uses c-jet tagging for signal definition and only applies to a = 2 operators.
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m HL-LHC
m LEP2

1| m CEPCB
CEPCT

(13+2)
Ceq
=)

=05 0 0.5

06 04 02 00 02 04 06
'

Fig. 6.
fermion coefficient c, and the four-fermion coefficient
c(elf*z) at 95% CL. Other operators are fixed to 0. The al-
lowed regions from HL-LHC and LEP2 are similar to Fig.
59 in Section 8.1 of Ref. [57], except that there all coeffi-
cients are marginalized over. The blue region (“CEPC B”)

(color online) Two-dimensional bound of the two-
(3+2)
q

is the bound expected from CEPC following our baseline
analysis. The yellow region (“CEPC T”) is obtained with a
template fit approach, see the discussion in Section 4.

6F T T T T T
—(342)
C4q
(23)

% 7 G
(23)

2

o

g (1342

< Ceq

< (1,3+2)
—(1,3+

—_— Clq

S(1,23)
Clequ
T(1,23)

lequ

Luminosity [ab™']

Fig. 7.
A/ +fc, which is roughly the scale of new physics, for the

(color online) The five-sigma discovery limit of

coefficients in the first row of Eq. (27), as a function of the
integrated luminosity of CEPC.

columns), and in Fig. 6 (the yellow region), where the im-
provements are seen clearly. The same effects on the oth-
er four-fermion operators are displayed and compared in
Fig. 8. The second improvement is from the discrimina-
tion power between the different kinds of signals, which
comes from both the angular distribution and the c-tag-
ging information. This is particularly important when an
excess is found, in which case we need to understand the
FCN operator that leads to it. The baseline approach can
only give the overall magnitude of the flavor-changing
effects, while the template fit helps to pin down the actu-
al form of the operator. This is illustrated in Fig. 9, where
we consider two hypothetical scenarios, with

0.05
0.05
g g
bt} 0. - 0.
T =2
1y <
M Baseline
-0.05 [0 Template fit
-0.05
-0.05 0 0.05 -0.05 0 0.05
C(ell,3+2) _IS‘Cil]u,ZS)
Fig. 8.  (color online) Two-dimensional limits of the four-

fermion coefficients, at 95% CL, under the SM hypothesis,
with the other coefficients turned off. The template fit ap-
proach improves the sensitivity.

0.1 0.05

3
Z 0. 2 0
T 5
e N _ | = Baseline
[ Template fit ¢
["] Template fit u
-0.1 -0.05
-0.1 0 0.1 -0.15 0 0.15
S(1,a3
ey S

Fig. 9. (color online) Two-dimensional limits of the four-
fermion coefficients, at 95% CL, with the other coeffi-
cients turned off. Two hypotheses are considered. (left)
cg™* = 1 = 0.05. (right) ¢ = 0065, ¢ P =0.025.
Both points are labeled by a black dot in the plots. The tem-
plate fit helps to pinpoint the coefficients. Better precision
is obtained for operators involving a charm-quark (i.e.
a=2).

cog™™ = 12 = 0.05,and ¢ = 0.065, ¢ = 0.025
(A =1 TeV). These values are consistent with the current
bounds, but are around the sensitivity expected at CEPC.
Assuming that the other coefficients vanish, with the
baseline approach we are able to identify the overall fla-
vor-changing effect, but not the value of each coefficient.
The allowed region in the two-dimensional parameter
space is a ring, giving no information about the actual
form of new physics. The template fit, on the other hand,
can pinpoint with more precision the value of each coeffi-
cient. This holds also for the a = 1 case, even though the
precision is slightly worse. A four-fold degeneracy shows
up in the first scenario. This is because the overall sign of
the coefficients does not have a visible effect (due to the
absence of SM interference), and the relative sign
between c§1q’3+“) and cl_q(l‘s“’)
the two operators do not interfere. In the second case, this

is reduced to a two-fold degeneracy. This is because the

S(1,a3) and CT(l,aS)
lequ lequ

cos#, so the opposite sign can be excluded by the angular
distribution. In fact, due to the shape of the background
(see Fig. 4 right), the template fit has a better discrimina-

cannot be observed because

interference between ¢ is proportional to
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. 3 . .
tion power when ¢’® and "3 have opposite signs.
lequ lequ

This effect can be seen even with the SM hypothesis, see
the right plot in Fig. 8. The discrimination between a = 1
and a = 2 operators is also possible with the help of c-tag-
ging. This is demonstrated in Fig. 10, where we consider
three hypothetical scenarios, with (0;4(1,3”)’ c;q(1’3+2)) =
(0,0.05), (0.05,0), and (0.35,0.35). By using events with
and without a c-jet, we can resolve the light-quark flavor
involved in the FCN coupling with some precision. This
is unlike LHC, where one has to combine the production
and decay measurements to disentangle the two light-
quark flavors in the flavor-changing signal by using the
fact that the production channel depends on the light-
quark parton distribution function.

0.05 ’/,\\‘
) ( )
\

—(13+1)

c

\ U3+ ~(13+2) _
\ | O o =0, ¢,y =0.05

Iq

O ¢ =0.05, ¢, *P=0

(3D —(1,3+2)
0 g = (=0,035

-0.05 N

2005 0 0.05
C]_q( 1,342)

Fig. 10. (color online) Two-dimensional limits of the cﬁ{“’h“)

coefficients with a = 1 and a = 2, at 95% CL. The other coef-
ficients are turned off. Three hypotheses are considered.
The template fit helps to identify the light-quark flavor in-
volved in the FCN coupling.

As an additional remark, we note that a flat direction
exists between the three coefficients c;f”), c;1(1’3+”) and
cilf”‘), which cannot be constrained by a single run at
240 GeV. A second working point with larger energy
would be useful to lift the degeneracy, as the two-fermi-
on and four-fermion contributions depend differently on
energy. All other directions can be constrained simultan-
eously at 240 GeV.

A more comprehensive study can further improve
these results in several aspects. The QCD correction of
the four-fermion operators can be implemented in the
analysis, although we expect the correction to be similar
to the two-fermion case. Kinematic features of the sig-
nals from different operators can be fully exploited by us-
ing a multivariate analysis. Alternatively, one could also
construct the covariant matrix directly, following the stat-
istically optimal observable [94, 95], which in theory

guarantees the best sensitivity. However, the nonlinear
form of the cross-section in the parameter space and the
non-analytic nature of the detector effects need to be
carefully dealt with. The same approach has been used to
study the FCN couplings at the CLIC [60], where the de-
tector effects were taken into account by an efficiency par
ameter. Finally, useful information may also come from
the study of flavor changing decay of the top quark, de-
pending on the possibility of an energy upgrade above the
350 GeV threshold, which in addition could also provide
access to the Higgs and gluon FCN couplings. We defer
these studies to a future work.

5 Conclusion

The CEPC collider, proposed as a Higgs factory, is
also an ideal machine to study the flavor properties of the
top quark. The FCN interactions of the top quark can be
searched for in the single top production e*e™ — ¢j. The
results from the LEP2, Tevatron and LHC experiments
suggest that a future lepton collider would provide the
best sensitivity for the four-fermion eetq FCN interac-
tions, complementary to a hadron collider which mainly
constrains the two-fermion FCN interactions. In this
work, we derived the expected sensitivity at CEPC, with
an energy of 240 GeV and integrated luminosity of 5.6
ab’, of the full set of 56 FCN operators that are relevant
for the e*e™ — ¢j channel, and showed that an improve-
ment of about 1-2 orders of magnitude of the four-fermi-
on FCN couplings could be expected. Our main results
are displayed in Figs. 5 and 6, where one can clearly see
that a large fraction of the currently allowed FCN para-
meters could be tested at CEPC. We also showed that the
capability of c-jet tagging at CEPC further improves the
sensitivity for the flavor-changing couplings between the
top and charm quarks. In case a signature is established,
we showed that kinematic observables could be used to
pinpoint the values of the coefficients, which in turn
would give information about the new physics behind the
discovery.

Note added: After this work was posted on arXiv,
Ref. [96] appeared, where the authors discussed the ex-
pected limits of the four-fermion coefficients at the Large
Hadron-Electron Collider. The results are of the same or-
der of magnitude as what we gave in Figs. 5 and A3.

We would like to thank M. Chala, B. Fuks, G.
Durieux, Z. Liang and H.-S. Shao for helpful discussions
and suggestions.
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Appendix A

Here, we list some additional results mentioned in the previous
(23)
uZ >

, illustrating the re-

sections. In Figs. Al and A2, we compare the signals from ¢
(32) 1(23) (1,3+2)  (1,342) I1(1,342)
vz > Cuz s and from ¢y 7, Cpy s Ceg

lations between the coefficients in different rows of Eq. (27). In

Fig. A3, we show the individual limits and prospects for the coeffi-
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the parton level. Distributions of the scattering angle, the
lepton energy, and the lepton pseudorapidity are compared.
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(color online) Signals from ¢ and ¢ 7 at

cients from the second row of Eq. (27), similar to Fig. 5. In Fig.
A4, we present the two-dimensional bound of the two-fermion

coefficient c;,(erz) and the four-fermion coefficient cgu’%z)

, simil-
ar to Fig. 6. Finally, in Fig. AS, we show the discovery limits of the

coefficients of the second row of Eq. (27), similar to Fig. 5.
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L5 959 CL individual limits .
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Fig. A3. (color online) The 95% CL limits on individual coefficients in the second row of Eq. (27), expected from the CEPC, com-
pared with the existing LHC+LEP2 bounds, and the projected limits from HL-LHC+LEP2 and from FCC-ee with 3 ab’' luminosity
at 240 GeV (only for the first three coefficients), see Refs. [57, 59]. Results for both generations a = 1,2 are displayed. The orange
column "CEPC baseline" is the expected limits following our baseline analysis, which applies to both flavors (¢ = 1,2). The red
column "CEPC template fit" uses the c-jet tagging in its signal definition and only applies to a = 2 operators.
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Fig. A4. (color online) Two-dimensional bounds on a two-fermion coefficient c;,(f*z) and a four-fermion coefficient ¢{,**?, at the 95%

CL. Other operators are fixed at 0. The allowed regions from HL-LHC and LEP2 are similar to Fig. 59 in Section 8.1 of Ref. [57],
except for that there all coefficients are marginalized over. The blue region (“CEPC B”) is the bound expected from the CEPC, fol-
lowing our baseline analysis. The yellow region (“CEPC T”) is obtained with a template fit approach, see more discussions in Sec-
tion 4.
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Fig. AS. (color online) Five-sigma discovery limit of A/ +/c, which is roughly the scale of new physics, for coefficients in the second
row of Eq. (27), as function of integrated luminosity at the CEPC.
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