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Abstract: We study jet fragmentation via final-state parton splittings in the medium.
These processes are usually calculated theoretically by invoking the large-Nc limit. In this
paper we perform the first computation of a 1→ 2 parton splitting in a thermal medium
at finite numbers of colors Nc, for arbitrary momentum-sharing fraction z and with full
transverse dynamics. We show how the problem can be transformed into a system of
coupled Schrödinger equations, that we solve numerically. The novel numerical results are
used to estimate the accuracy of several widely used approximations. We check the error
introduced while going from finite Nc (i.e. Nc = 3) to the large-Nc limit, which we find to
be small. For unbalanced splittings, e.g. when z → 0, only one of the partons is affected by
transverse momentum exchanges with the medium. The emission process then separates
into a term responsible for the 1→ 2 splitting and the subsequent independent broadening
of the daughter partons. This is also referred to as the factorizable term. For finite z, further
contributions arise that are responsible for the coherent color dynamics of the two-parton
system, and these are referred to as non-factorizable terms. These were argued to be small
for soft (unbalanced) splittings and for large media. In this work we therefore determine
the accuracy of keeping only the factorizable term of the large-Nc solution. We find that
the error is insignificant at a small splitting fraction z ∼ 0, but can be sizable in a more
balanced splitting with z ∼ 0.5. Finally, we also examine the eikonal approximation, which
amounts to approximating the partons’ paths through the medium as straight lines. We
find that it is associated with a substantial error for the parameter values we explored in
this work.
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1 Introduction

High energy heavy-ion collisions provide a glimpse of a new state of nuclear matter that
emerge only when extreme energy densities are achieved. Under these conditions color
degrees of freedom, carried by the fundamental quark and gluon excitations, are released
and influence the material properties of the system, hence the name quark-gluon plasma
(QGP) [1]. One way of measuring the properties of the QGP is to rely on internal probes
that were created concurrently with the plasma. So-called “hard” probes refer to a class
of observables that, due to the large energy or mass scale involved, are created at very
short time scales such that their production mechanism is independent of the complicated
processes leading to the formation of a QGP and, therefore, are effectively happening in the
vacuum. However, in subsequent stages, when these probes traverse a spatially extended
and evolving QGP to reach the detector, modifications of their properties can occur. By
comparing the same “hard” observable in proton-proton (p-p) collisions and in heavy-
ion collisions (A-A), one can extract information that can be compared to first-principle
calculations of the QGP dynamics.

One of the most useful internal probes in the pursuit of studying QCD and the QGP
are so-called jets. These are collimated sprays of energetic hadrons originating from the
fragmentation of a highly virtual initial parton [2, 3]. Jets are produced both in p-p collisions
and in heavy ion collisions. In p-p collisions the fragmentation process brings the initial high
virtuality of the parton, which is of the order of its transverse momentum pT , down to the
hadronization scale where non-perturbative effects dominate [4–6]. In heavy-ion collisions,
however, the medium provides a scale related to the achieved energy density that interferes
with the vacuum-like fragmentation. The induced interactions modify the jet properties
compared to the vacuum baseline, leading to a set of phenomena that are usually referred to
as jet quenching [7, 8], for reviews see [9–14]. Given that jets probe a wide range of scales of
heavy-ion collisions, they can serve as probes of the initial pre-equilibrium dynamics [15, 16]
and anisotropy of the medium [17, 18], as well as of the late hydrodynamic evolution [19].
There is a substantial experimental effort at RHIC and the LHC in quantifying the effects
of jet quenching, focusing on a range of different observables [14, 20–24].

The dominant driver of jet-medium modifications is induced radiative processes. In
dense media, where multiple scatterings are important, the in-medium splitting functions
can be understood from the underlying scales that separate the limiting cases [25–31]. This
is true whether the spectra are differential in both the longitudinal momentum splitting
variable z and the relative transverse momentum dI/[dz d2p], or simply dI/dz. The full
problem can be tackled by numerical [32–37] or analytical techniques [38–43].

Medium-induced radiation is mainly responsible for the diffusion of jet energy to large
angles, leading to energy loss of jets which induces a bias on the observed jet samples.
The total jet energy loss is also sensitive to the medium parameters through the number
of resolved substructures acting as sources for medium-induced emissions [44, 45]. When
emitted at small angles, medium-induced emissions can also modify jet substructure [46–49].
In both cases described above, it is desirable to have a precise description of medium-induced
emissions to exploit to a maximal extent jet observables as probes of the QGP.
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It is well understood that radiative processes in the medium are non-local, meaning that
they extend over finite longitudinal distances in the medium [25, 50–53]. The characteristic
branching, or formation, time arises from the transverse momentum accumulated during
the splitting. In dense media, dominated by Gaussian diffusion, the dispersion in transverse
momentum grows linearly with time, i.e. 〈k2

⊥〉 = q̂t, where q̂ is the so-called jet quenching
parameter. The resulting branching time, scaling as tbr ∼ ω/〈k2

⊥〉 ∼
√
ω/q̂, can therefore

extend up to the length of the medium, tbr ∼ L, for sufficiently energetic splittings,
with ω ∼ q̂L2. On the contrary, sufficiently soft splitting splittings should occur quasi-
instantaneously in the medium, i.e. with tbr � L.

However, the non-locality of medium-induced emissions also has a more profound
consequence. It turns out [28] that the splitting products can remain color correlated to each
other over an extended period of time. During this time, the pair interacts coherently with the
medium as it is allowed to explore different color representations. After the pair de-correlates,
both daughters continue to broaden independently until they exit the medium. Using
analytical calculations in the large-Nc limit for gluon-to-gluon branching, the decoherence
time was estimated to be of the same order as the branching time tbr [28], see also [54] for
a similar discussion. The large-Nc approximation consists of taking the number of colors,
Nc, to infinity which greatly simplifies the color structure of the problem, making it easier
to solve. Hence, for sufficiently short branching (and decoherence) times, non-factorizable
contributions are expected to scale as tbr/L and quasi-instantaneous 1 → 2 splittings
factorize from long-distance transverse momentum broadening. This factorization, which we
will critically examine below, lends support to a probabilistic, Markovian picture of multiple
emissions [55], see also [37] for similar rate equations in the context of thermal effects.

Contributions that violate this probabilistic picture become important for long formation,
or branching, times. Multiple emissions with overlapping formation times lead to interesting
factorization-breaking effects [56–61]. In particular, in the regime of strongly ordered
formation times, one can reinterpret part of these effects, namely the ones as contribute
with logarithms of the medium length, i.e. log2 L and logL, as radiative corrections to the
jet quenching parameter q̂ [62–66]. It is still an open question how to extend the description
of multiple in-medium splitting beyond the probabilistic picture, see e.g. [43, 67, 68].

On the other side of the spectrum we can consider very hard emissions in the medium.
These occur on short timescales and are expected to be vacuum-like, giving rise to new
color sources that can be affected by interactions over long distances [69]. Kinematically,
short formation times correspond to balanced splittings occurring at large relative angles.
In order to overcome some of these problems and to focus on hard 1→ 2 emissions in the
medium, i.e. when both daughter partons carry a large longitudinal momentum (z ≈ 1/2
and E → ∞), one introduced the eikonal approximation [30]. This consists of fixing the
straight-line trajectories of the partons through the medium, thus neglecting completely
their transverse momentum broadening. In this approximation, the problem reduces most
clearly to that of decoherence of the intermediate partons that move apart from each
other in transverse space as ∼ θt, where θ is the relative angle of the pair. Going beyond
the large-Nc approximation was then achieved in [70]. For a further discussion of color
dynamics in the QGP, see also [71–73]. Nevertheless, the eikonal approximation becomes
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Figure 1. Three different splitting processes where a parton with LC longitudinal momentum
p+ ≡ E splits into two partons with momenta zE and (1− z)E. The processes shown are γ → qq̄,
q → gq, and g → gg.

unreliable exactly where the medium scales become important, where transverse momentum
broadening starts playing an important role.

In this work, we address the full calculation of the medium-induced splitting function in
relative angle θ (or transverse momentum p) and longitudinal momentum-sharing fraction
z of one single parton into two, for some relevant examples see figure 1, for dilute as well
as dense media, surpassing all previous approximations.1 This includes effects from a
finite number of colors Nc and comprises all non-factorizable contributions. We arrive at
a simple formula that generalizes well-known results obtained earlier only in the limit of
soft emissions, i.e. z � 1 [36, 42, 52], and resembles the heuristic picture of a two-step
process of emission and subsequent broadening argued for above. However, it involves a
novel building block, the quadrupole correlation function, that describes the full dynamics
of the daughter parton pair after the splitting. The quadrupole function is governed by a
hierarchy of coupled Schrödinger equations, which describes all possible intermediate color
representations of the daughter parton pair. Our novel approach allows us to critically
examine the conventional approximations and shed light on the dynamics of large-angle
and balanced emissions.

We also analyze the deviations from the factorization of the two-parton emission
spectrum, and examine the size of the corrections stemming from non-factorizable processes,
whether at large- or finite-Nc, in a wide kinematic range.

The paper is structured in the following way: in section 2 we will introduce the basic
elements and notation that we will use throughout the paper. In section 3.1 we will derive
the spectrum for medium-induced emissions on general grounds, and show how the different
approximations simplify the calculations. Lastly, in section 4 we do the calculation for a
specific splitting process, and in section 5 we show the results of our numerical calculation.

2 Basic elements and notation

To describe the medium interaction we consider how hard QCD partons behave in an
external classical colored field. We work in light-cone gauge A+ = 0.2 A parton with large
light-cone (LC) “energy” E ≡ p+ (or, more precisely, longitudinal momentum) couples
mainly to the reciprocal background field component A(t, r) ≡ A−(x+, x− ' 0, r), where

1In-medium splitting functions (or exclusive two-particle cross sections) were also computed in the
so-called opacity expansion [74, 75], appropriate for dilute media [43].

2We use the conventions xµ = (x+, x−,x), where x+ = (x0 + x3)/2, x− = x0 − x3 and x = (x1, x2), and
similarly for other variables.
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we have introduced the light-cone “time” t ≡ x+ and we have neglected the extent of the
background field in the x− direction. This immediately guarantees that no longitudinal
momentum is exchanged between the parton and the background field, restricting the
dynamics to the two-dimensional transverse space at each instant of light-cone time.

Then, the in-medium propagation is described by the propagator,

(x|GR(t, t0)|x0) =
∫ x

x0
Dr exp

[
i
E

2

∫ t

t0
ds ṙ2(s)

]
VR(t, t0; [r]) , (2.1)

describing the transition of a parton from transverse position x0 at time t0 to the transverse
position x at time t (it is implicitly assumed that t > t0). The parton is constantly “kicked”
in the transverse plane by the medium interaction, and it can therefore take an infinite
number of possible paths through the medium. These are summed up in the path integral.3

The interaction with the medium also involves an exchange of color. The color rotation
is encapsulated in a Wilson line along the parton trajectory, given by

VR (t, t0; [r]) = P exp
[
ig

∫ t

t0
dsAa(s, r(s))T aR

]
. (2.2)

Here, the label R refers to the fundamental representation of SU(3) for quarks, i.e. R = F

with (T a)ij ≡ taij , and the adjoint representation for gluons, i.e. R = A with (T b)ac ≡ ifabc.
Finally, for the anti-quark, the propagator is given by

(x0|ḠF (t0, t)|x) =
∫ x

x0
Dr exp

[
i
E

2

∫ t

t0
ds ṙ2(s)

]
V †F (t, t0; [r]) . (2.3)

Here, we have used the fact that the background field is real, i.e. Aa∗(s, r) = Aa(s, r).
In vacuum, i.e. setting A = 0, the propagator simply reduces to its vacuum counterpart

(x|G0(t, t0)|x0) = E

2πi(t− t0)ei
E
2

(x−x0)2
(t−t0) . (2.4)

This can be written in momentum space as

(p|G0(t, t0)|p0) = (2π)2δ(p− p0)e−i
p2
2E (t−t0) . (2.5)

Although we have skimmed over some details, the adiabatic turn-off prescription, which is
crucial when the time arguments tend to ±∞, can easily be reinstated.

At high energy, i.e. E → ∞, the parton becomes increasingly constrained to the
classical trajectory between the end-points, and the path integral in eq. (2.1) becomes
trivial, reducing to a product of a free propagator and a Wilson line,

GR(t, t0) ' G0(t, t0)VR(t, t0; [xcl]) , (2.6)

where xcl(s) = t−s
t−t0x0 + s−t0

t−t0x. This is called the eikonal approximation and can be used to
simplify calculations when considering highly energetic partons. Correspondingly, deviations

3Switching between transverse coordinate basis and transverse momentum basis is straightforward by
applying |x) =

∫
p

e−ip·x|p) and(x| =
∫

p
eip·x(p| for the initial and final state bases, respectively. Throughout,

we use the notation
∫

q
≡
∫ d2q

(2π)2 .

– 4 –
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from the straight-line trajectory are called non-eikonal corrections, see also [76, 77] for
a systematic expansion in non-eikonal corrections. However, in the general case for jet
quenching observables in dense heavy-ion collisions the full propagators, as given in eq. (2.1),
are used.

When computing observables, combining the parton evolution in the amplitude and
the complex-conjugate amplitude, one has to account for the fluctuations of the background
field. Assuming that the amplitude of the background field is Gaussian, the medium average
over the classical field is given by

〈Aa(t, r)Ab∗(t′, r′)〉 = δabn(t)δ(t− t′) γ(r − r′) , (2.7)

where n(t) is the density of scattering centers and the function γ(r) is given by

γ(r) =
∫
q

eiq·r d2σel
d2q

, (2.8)

and d2σel/d2q is the elastic scattering cross-section in the medium.

3 Describing parton splitting in the medium

3.1 Derivation of the emissions spectrum

In this section, we discuss the 1→ 2 splitting process on the partonic level in a deconfined
medium. We consider the splitting of a parton of type a with initial transverse momentum
p0 and energy E into two partons of types b and c, with transverse momenta and energies
(k+ = zE,k) and (q+ = (1− z)E, q), respectively, where z is the energy sharing fraction.
The conservation of energy is implicitly accounted for in all the vertices. This is depicted
in figure 2, where we have placed the process occurring in the amplitude upstairs, and
the corresponding process in the complex-conjugate amplitude downstairs. It could be
one of many possible splitting processes involving photons, quarks and gluons, but here
we choose to keep the notation general and postpone the discussion of a concrete process,
namely γ → qq̄, to section 4.2. For further details about the calculation, we refer to
appendix B, where we explicitly have derived the double-inclusive cross sections for γ → qq̄

and g → gg splittings.
After performing the medium averages and simplifying the color structure, we can write

the inclusive splitting cross section as

dσ
dΩkdΩq

= g2CR
(2E)2 Re

∫ ∞
0

dt2
∫ t2

0
dt1

∫
p0p1k1k2p̄0p̄2k̄2

Γi(k1 − zp1) · Γī(k̄2 − zp̄2)

× (k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)

× (k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)

× (p1; p̄1|S(2)(t1, 0)|p0; p̄0) 〈Mi
0(E,p0)Mī,∗

0 (E, p̄0)〉 , (3.1)

where the invariant phase space element is dΩp = dEd2p/(2E(2π)3). Here, CR is the
squared Casimir operator of the initial parton, or in other words the color charge of the

– 5 –
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Figure 2. The process of a parton splitting into two, where the time runs from left to right. The
amplitude is depicted on the top and the complex conjugate amplitude is on the bottom. All lines
refer to propagators that include arbitrarily many medium interactions. Due to the lack of exchange
of longitudinal momentum with the medium, the energy stays constant along the lines but the
transverse momentum (or transverse position) is continuously updated according to eq. (2.1). The
parton is created at the initial time t0 = 0, and the splitting occurs at time t1 in the amplitude
and at a later time t2 in the complex conjugate amplitude. Due to the transverse momentum
conservation in the vertices, q1 = p1 − k1 and q̄2 = p̄2 − k̄2.

emitter.4 The index “i” represents the spin/polarization state of the initial parton before
the splitting, which is averaged over, and the product of vertices, i.e. Γi · Γī, involves a
further summation over the final spin/polarization states. Since we will be interested in the
cross section averaged over azimuthal angles, we can simplify the vertex structure as

CRΓi(k1 − zp1) · Γī(k̄2 − zp̄2) = 4Pba(z)
z(1− z) (k1 − zp1) · (k̄2 − zp̄2)δīi , (3.2)

for further details see appendix B. In effect, the product of fundamental vertices becomes
directly proportional to the Altarelli-Parisi splitting function Pba(z) [78–80]. The sum over
initial polarizations now becomes trivial, allowing to isolate the cross section for the Born
process, as dσ0/dΩp0 = 〈|M0(E,p0)|2〉.

The time integrations in eq. (3.1) both start at the initial time t = 0. This corresponds to
the creation of an initial hard, energetic particle that propagates through the medium [52, 81].
Then, we can finally write

dσ
dΩqdΩk

= 2E
∫

dΩp0 2πδ(E − k+ − q+)P2(k, q;p0) dσ0
dΩp0

. (3.3)

4Concretely, CR = Nc for g → gg, CR = CF for q → qg and CR = TR = 1
2 for g → qq̄ and γ → qq̄.
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This is the final answer for the two-body cross section in terms of the momenta of the two
final-state particles.

The propagation of the partons in the amplitude and complex-conjugate amplitude
during the various stages of the splitting process, as depicted in figure 2, is encoded in the
two-point, three-point, and four-point functions. These are in turn given by correlators of
the dressed propagators, namely

(p1; p̄1|S(2)(t1, t0)|p0; p̄0) = d(2)
a 〈(p1|Ga|p0)(p̄0|G†a|p̄1)〉 , (3.4)

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = d
(3)
abc〈(k2|Gb|k1)(q2|Gc|p1 − k1)(p̄1|G†a|p̄2)〉 , (3.5)

and finally,

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)

= d
(4)
bc 〈(k|Gb|k2)(q|Gc|q2)(p̄2 − k̄2|G†c |q)(k̄2|G†b |k)〉 , (3.6)

where we have dropped the time dependence of the propagators on the right-hand side of
the equations. The process-dependent color factors d(2)

a , d(3)
abc and d

(4)
bc are responsible for

color connecting the propagators and normalizing to the total color charge. We have here
also neglected all color indices to be as general as possible. The various color structures for
several concrete splitting processes can be inspected in appendix A.4.

The n-point correlators possess a translation symmetry which renders them invariant
under the simultaneous transverse shift of all the coordinates. In momentum space, this
becomes manifest as the conservation of momentum incoming and outgoing legs, see
appendix A for details. Concretely, the four-point function then becomes

(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)
= (2π)2δ2(q2 + k2 − p̄2)

× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2
)
, (3.7)

see eq. (A.11). Enforcing the delta-function appearing in (3.7), i.e. p̄2 = q2 + k2, the
three-point function (3.5) further becomes

(k2, p̄2 − k2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)

= (2π)2δ(p1 − p̄1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) . (3.8)

At this point, it becomes apparent that it makes sense to introduce new momentum variables,
namely

l1 = k1 − zp1 , l2 = k2 − zp̄2 , and l̄2 = k̄2 − zp̄2 . (3.9)

Finally, using that p1 = p̄1 in (3.4), the two-point function becomes

(p1;p1|S(2)(t1 − t0)|p0; p̄0) = (2π)2δ(p0 − p̄0)P(p1 − p0|t1, t0) , (3.10)

– 7 –
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where P(p|t1, t0) is the broadening function. In the new momentum variables, the splitting
function becomes

P2(p,P ;p0) = g2 Pba(z)
z(1− z)E2 Re

∫ ∞
0

dt1
∫ ∞
t1

dt2

×
∫
p1l1l2p̄2 l̄2

l1 · l̄2 S(4)(p, l2, l̄2, p̄2 − P |t∞, t2)

× S(3)(l2, l1,p1 − p̄2|t2, t1)P(p1 − p0|t1, t0) , (3.11)

where we have introduced the total and the relative transverse momentum of the pair,

P ≡ k + q , and p ≡ (1− z)k − zq , (3.12)

respectively.
In what follows, we will be interested in the information about the relative transverse

momentum, while the total momentum P can be integrated out. The Jacobian from the
change of variables yields dσ/[dΩk dΩq] = (2π)64z(1−z)E dσ/[dzdE d2p d2P ]. The reduced
differential cross section in (3.3) then becomes∫

P

dσ
dΩk dΩq

= dI
dz d2p

dσ0
dE . (3.13)

The integrals over p̄2 and p1 can now be dealt with independently, by shifting separately
the integration variables p̄2 − P → P and p̄2 → p1 − p̄2, and we end up with a rather
compact formula from the emission spectrum in momentum space

(2π)2 dI
dzd2p

= 1
4πz(1− z)

∫
P
P2(p,P ;p0)

= αs Pba(z)
ω2 Re

∫ ∞
0

dt1
∫ ∞
t1

dt2
∫
l1l2 l̄2

l1 · l̄2Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) .

(3.14)

Here we have defined the quadrupole

Q(p, l2, l̄2|t∞, t2) =
∫
P
S(4)(p, l2, l̄2,P |t∞, t2) , (3.15)

the splitting kernel,
K(l2, l1|t2, t1) =

∫
p̄2
S(3)(l2, l1, p̄2|t2, t1) , (3.16)

and used that
∫
p1
P(p1 − p0|t1, t0) = 1.

Switching to a formulation in transverse position, we apply Fourier transforms of both
correlators, to arrive at

(2π)2 dI
dzd2p

= αs Pba(z)
ω2 Re

∫ ∞
0

dt1
∫ ∞
t1

dt2
∫
u2uū

e−i(u−ū)·p

× (∂u1 · ∂ū2)Q(u, ū;u2, ū2|t∞, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0 , (3.17)

– 8 –
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where we introduced the notation ω ≡ z(1−z)E. The (u, ū) spatial coordinates are given in
terms of the original coordinates in (A.7). In this work, we will concretely use eq. (3.17) to
find a numerical solution. Both eqs. (3.14) and (3.17) are extremely compact formulas that
account for the full kinematics of medium-induced splitting in an arbitrarily dense medium.

The quadrupole Q(t∞, t2) and splitting kernel K(t2, t1) are given by the path integrals

Q(uf, ūf;u2, ū2|t∞, t2) =
∫ uf

u2
Du

∫ ūf

ū2
Dū ei

ω
2

∫ t∞
t2

ds (u̇2− ˙̄u2)C(4)(u, ū) , (3.18)

K(u2,u1|t2, t1) =
∫ u2

u1
Du ei

ω
2

∫ t2
t1

ds u̇2
C(3)(u) . (3.19)

Hence, after exploiting symmetries of the problem, we have arrived at a description of the
problem in terms of a one-body quantum-mechanical propagator K(t2, t1), that lives in the
time-interval between the splitting time in the amplitude and in the complex-conjugate
amplitude, and a two-body propagator Q(t∞, t2), that describes the system after the latter
splitting time until the end of the medium.5

The correlators C(n) are given by process-dependent configurations of Wilson lines, e.g.

C(3) = d
(3)
abc

〈
VbVcV

†
a

〉
C(4) = d

(4)
bc

〈
VbV

†
b VcV

†
c

〉
. (3.20)

In these correlators the color indices are traced over, and the specific form of the color
factors d(3)

abc and d
(4)
bc depends on the process.

It turns out that the three-point function can be represented as a single exponential,
namely

C(3)(u|t2, t1) = e−
∫ t2
t1

ds vba(u)
, (3.21)

where vba(u) is the process-dependent potential of a splitting a→ bc, and is given as

vba(r, t) = n(t)
[
ccba
2 σ(r) + cacb

2 σ(zr) + cbac
2 σ((1− z)r)

]
, (3.22)

where the color factors are ccba ≡ Cc + Cb − Ca etc., and Ca ≡ CR are the individual color
charges of the three partons. The broadening potential σ is a combination of real and
virtual interactions σ(r) = g2[γ(0)− γ(r)], where γ(r) is defined in eq. (2.8).

The four-point function, or quadrupole, is more complicated since it allows for the
mixing between color states [73]. It therefore corresponds not only to a two-body but also
a multi-level quantum-mechanical problem. It can be calculated through a coupled system
of Schrödinger-like differential equations, which is derived in appendix C. The specific
details of this many-level system depend on the color charges of the involved particles.
The correlator C(4) is itself a color singlet, and therefore the number of coupled equations
corresponds to the number of possible color singlets one can make out of four partons.
Analytical solutions exist only in the large-Nc limit, where the system of coupled equations
drastically simplifies. Will discuss different approximations of Q(t∞, t2) as well as solve it
exactly numerically for the γ → qq̄ process in the following sections.

5In the vacuum, the quadrupole in momentum space reduce to a product of delta functions implying the
absence of any further transverse momentum broadening of either of the legs.
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3.2 Isolating the medium contribution

To continue it is convenient to divide the process into three regions, depending on whether
the splittings in the amplitude and complex conjugate amplitude happen before or after the
system exits the medium. These regions are: 1) t1 < t2 < L (in-in region), 2) t1 < L < t2
(in-out region) and 3) L < t1 < t2 (out-out region). The spectrum then separates into

dI full

dzd2p
= dI in-in

dzd2p
+ dI in-out

dzd2p
+ dIout-out

dzd2p
(3.23)

In many cases we want to study the medium contribution, which can be gotten by simply
subtracting the vacuum spectrum. The out-out contribution describes a splitting happening
entirely out of the medium, which means that it is equivalent to the vacuum spectrum. The
medium contribution to the spectrum is then given by

dImed

dzd2p
= dI full

dzd2p
− dIvac

dzd2p

= dI in-in

dzd2p
+ dI in-out

dzd2p
(3.24)

One way of isolating the medium contribution to the spectrum is to calculate the so-called
medium modification factor Fmed, given by

dI full

dzd2p
= dIvac

dzd2p
(1 + Fmed) . (3.25)

We will put some effort into calculating the three contributions individually, and will in the
end use that knowledge to calculate Fmed.

We can immediately deal with the out-out contribution, which is equivalent to the
vacuum contribution. Outside of the medium the three- and four-point correlators simply
reduce to C(3) = C(4) = 1, meaning that the path integrals are free. The three-point function
becomes the free propagator, i.e. K(u2,u1|t2, t1)g→0 = K0(u2 − u1, t2 − t1), where

K0(u,∆t) = ω

2πi∆te
i ω
2∆tu

2
, (3.26)

or, in momentum space

K0(p− p0,∆t) = (2π)2δ2(p− p0)e−i
p2
2ω∆t . (3.27)

The quadrupole becomes a product of two free propagators, i.e. Q(t∞, t2)g→0 = Q0(t∞, t2),
where

Q0(uf, ūf,u2, ū2|t∞, t2) = K0(uf − u2, t∞ − t2)K∗0(ūf − ū2, t∞ − t2) . (3.28)

In momentum space this simply becomes

Q0(p, l2, l̄2|t∞, t2) = (2π)4δ(p− l2)δ(p− l̄2) . (3.29)

– 10 –



J
H
E
P
0
9
(
2
0
2
3
)
0
4
9

This simply represents the fact that, in the absence of further transverse momentum
exchanges, the transverse momentum of the pair remains the same after the splitting has
taken place, i.e. after t2.

The out-out, or vacuum, contribution is reached by inserting the free propagators
into (3.14), which simply becomes

(2π)2 dIout-out

dzd2p
= αs
ω2Pba(z)Re

∫ ∞
L

dt1
∫ ∞
t1

dt2 p2 e−i
p2
2ω (t2−t1)

= 2αs
p2 Pba(z) . (3.30)

In a more familiar form, it reads

dIout−out

dz dp2
t

= αs
2π

Pba(z)
p2
t

, (3.31)

where pt ≡ |p| = ωθ in the small-angle approximation, which is nothing else than the
well-known vacuum splitting function.

Similarly, the in-out contribution is immediately found to be given by

(2π)2 dI in-out

dzd2p
= 2αs

ω

1
p2Pba(z)Re

∫ L

0
dt1

∫
u

e−iu·pp · ∂u1 K(u,u1|L, t1)|u1=0 . (3.32)

The equation for K(L, t1) is given in (3.19) and describes a splitting process that starts at
time t1 and extends all the way to the end of the medium L. For general medium potentials
in (3.21), the path integral has no analytical solution, and it is more useful to reformulate
the problem as an evolution equation on K(t, t1), that reads[

i
∂

∂t
+ ∂2

u

2ω + ivba(u)
]
K(u,u1|t, t1) = iδ(u− u1)δ(t− t1) , (3.33)

where vva(u) is a process dependent potential, see eq. (3.22). This correlator is a Green’s
function, whose evolution equation takes the form of a Schrödinger equation in 2+1
dimensions, describing the transition between initial time t1 and the final time t. The
evolution can be solved using analytical [38–43] or numerical methods [32–37], and is the
basic building block for computing the energy emission spectrum dI/dz, differential only in
the momentum-sharing fraction z, see section 3.3.

Lastly, the in-in contribution is given by

(2π)2 dI in-in

dzd2p
= αs
ω2Pba(z)Re

∫ L

0
dt1

∫ L

t1
dt2

×
∫
u2uū

e−i(u−ū)·p(∂u1 · ∂ū2)Q(u, ū,u2, ū2|L, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0 .

(3.34)

It is clear that to calculate the in-in spectrum, we have to be able to calculate the quadrupole
Q(u, ū,u2, ū2|L, t2). In the next subsection we will show one way of doing this numerically.
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Now we will show how to calculate the four-point function in position space

Q(uL, ūL,u2, ū2|L, t2) =
∫ uL

u2
Du

∫ ūL

ū2
Dū ei

ω
2

∫ L
t2

ds (u̇2− ˙̄u2)C(4)(u, ū) . (3.35)

The four-point correlator C(4) is a medium-averaged trace of Wilson lines. In our ap-
proach, all adjoint Wilson lines are turned into fundamental ones using the identity
UabA = 2 tr

[
taVF t

bV †F

]
.6 If C(4) contains n pairs of Wilson lines in the fundamental repre-

sentation there will be n! different ways to connect the color of these Wilson lines. The
correlator we are interested in calculating is only one of these states C(4) = C(4)

i , and can be
found through a system of differential equations that involves all of the states

d
dtCi(u, ū) = Mij(u, ū)Cj(u, ū) . (3.36)

The sum runs over all of the n! color states. In [70] we derived a general method of
calculating the evolution matrix M, which we refer the readers to for more details. In the
large-Nc limit the matrix M simplifies greatly and the system becomes analytically solvable.
We will show a concrete example of this in section 4.2.

The quadrupole Qi is a double path integral over the correlator Ci. In appendix C it is
shown that the path integral can be given equivalently in terms of a system of Schrödinger
equations, namely[

iδij
∂

∂t
+δij

∂2
u−∂2

ū

2ω −iMij(u, ū)
]
Qj(U ,U2) = i1iδ(t−t2)δ2(u−u2)δ2(ū−ū2) , (3.37)

where 1i = [1, 1, . . . , 1] and we have defined U = (t,u, ū).
From this it is possible to derive Schrödinger equations for objects that contain the

four-point function. Defining

F(u, ū|L) =
∫ L

0
dt2

∫ t2

0
dt1

∫
u2

× (∂u1 · ∂ū2)Q(u, ū,u2, ū2|L, t2)K(u2,u1|t2, t1)
∣∣
u1=ū2=0 , (3.38)

and acting on this object with the derivative operator D̂[·] = i ∂∂t + ∂2
u−∂2

ū
2ω − iM(u, ū) it turns

into a non-homogeneous differential equation

D̂
[
F(u, ū|L)

]
= −i ∂ūδ2(ū) · ∂u1

∫ L

0
dt1K(u,u1|L, t1)

∣∣
u1=0 , (3.39)

where we have omitted the explicit form of the initial condition. The derivative of the
Dirac delta might look odd, but it can be dealt with numerically by simply choosing some
representation of the delta function. Using this object the in-in spectrum becomes

(2π)2 dI in-in

dzd2p
= αs Pba(z)

ω2 Re
∫
uū

e−i(u−ū)·pF(u, ū|L) . (3.40)

The recipe for calculating the spectrum is then the following: calculate F(u, ū|L) numerically
through the Schrödinger equation (3.39), then do a numerical Fourier transform and insert
the result into eq. (3.40). In the next section we will do this for a specific splitting process.

6For problems involving only gluon lines, alternatively one can work entirely in the adjoint representa-
tion [73].
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3.3 The energy spectrum

In many cases we are not interested in the transverse momentum of the splitting, but only in
the energy fraction carried by each parton. That is, we want to calculate dI

dz =
∫
p(2π)2 dI

dzd2p .
For now, we take the integral without any restriction on the phase space. Starting with the
expression for the fully differential spectrum in momentum space (3.14), we write

dI
dz = αs

ω2Pba(z)Re
∫ ∞

0
dt1

∫ ∞
t1

dt2
∫
p

∫
l1l2 l̄2

l1 · l̄2Q(p, l2, l̄2|t∞, t2)K(l2, l1|t2, t1) . (3.41)

The relevant part to study is the part involving the quadrupole. Making use of the definitions
of Q(t, t2), we find that∫

p
Q(p, l2, l̄2|t, t2) =

∫
P ,p
S(4)(p, l2, l̄2, p̄2 − P ) ,

=
∫
P ,p,q2

(k, q;k, q|S(4)|k2, q2; k̄2, p̄2 − k̄2) , (3.42)

where in the first line we have reinstated the original combination of momenta p̄2−P . Using
the definition of S(4)(t, t2) in terms of the dressed in-medium propagators, see eq. (3.6),
and using that

∫
q(q̄2|G†|q)(q|G|q2) = (2π)2δ(q̄2 − q2) and is diagonal in color space, we can

finally show that ∫
p
Q(p, l2, l̄2|t, t2) = (2π)2δ(l2 − l̄2) . (3.43)

The integral over the quadrupole has been reduced to a Dirac delta, and only the splitting
kernel K(t2, t1) actually contributes to the energy spectrum, which now reads

dI
dz = αs

ω2Pba(z)Re
∫ ∞

0
dt1

∫ ∞
t1

dt2
∫
l1l2
l1 · l2K(l2, l1|t2, t1) , (3.44)

= αs
ω2Pba(z)Re

∫ ∞
0

dt1
∫ ∞
t1

dt2 ∂x · ∂y K(x,y|t2, t1)x=y=0 , (3.45)

in momentum and transverse-coordinate representation, respectively.

4 Photon splitting in the harmonic oscillator approximation

So far our results have been completely general, valid for any potential and splitting
process. In this section, we will employ our formalism to calculate a specific process in the
medium and plot the results. For the potential we will use the harmonic oscillator (HO)
approximation [25, 50]. Then we will narrow our calculation further and study the specific
case of a photon splitting to a quark-antiquark pair.

4.1 Harmonic oscillator approximation

The elastic scattering potential σ(r) can be expanded at short distances |r| → 0 as

n(t)CRσ(r) = g2n(t)CR
∫
q

dσel
d2q

(
1− eiq·r

)
≈ 1

4r
2q̂R log 1

µ2
∗r

2 +O(r4µ2
∗) , (4.1)
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where the form of the first term is universal for the scattering potentials used in the
literature, while the scale µ∗ is model-specific and depends on how the IR divergence of the
scattering is screened by medium effects [40]. Assuming the logarithm is a slowly varying
function, we drop it to arrive at

n(t)CRσ(r) ' 1
4 q̂Rr

2 , (4.2)

which is the so-called harmonic oscillator (HO) approximation [25, 50], see [38–43] for a
consistent treatment of the logarithmic corrections. The HO approximation is appropriate
for accounting for multiple, soft interactions with the medium. This is usually what mainly
governs the dynamics of soft splittings. Besides, it is a very useful approximation since
it allows for analytical solutions, in particular for the three-point function K(t2, t1) in
governing the splitting process.

Focusing solely on the three-point function for now, it follows that the potential of the
path integral, given in eq. (3.22), becomes

vba(r, t) = 1
4 q̂bar

2 , (4.3)

where
q̂ba =

[
ccba
2CR

+ cacb
2CR

z2 + cbac
2CR

(1− z)2
]
q̂R . (4.4)

For the process that we will consider in this paper, see section 4.2, γ → qq̄ we have q̂qγ = q̂F .
Finally, the parameter q̂ is in general a function of time. In this paper we will simplify

this and use brick medium q̂(t) = Θ(L− t)q̂, where we treat q̂ ≡ q̂F as constant.
In this approximation the splitting kernel becomes K(t2, t1) = KHO(t2, t1), where

KHO(u2,u1|t2, t1) = ωΩ
2πi sin(Ω∆t)e

iωΩ
2 sin(Ω∆t) [cos(Ω∆t) (u2

1+u2
2)−2u1·u2] , (4.5)

where ∆t = t2 − t1 and Ω = 1−i
2
√
q̂ba/ω.

Hence, in the HO approximation one can obtain analytic expressions for the in-out
spectrum and part of the in-in spectrum. The in-out spectrum, given in eq. (3.32), can be
simplified by using the relation∫ t

0
dt1 ∂u1KHO(u,u1|t, t1)|u1=0 = ω

iπ

u

u2 ei
ωΩ
2 cot Ωtu2

. (4.6)

After doing the integral over u the in-out contribution in the HO approximation becomes

(2π)2 dI in-out

dzd2p
= −2αs

ω
Pba(z) Re i

∫ L

0
dt 1

cos2(Ωt)e−i
tan(Ωt)

2ωΩ p2

= −4αs
p2 Pba(z) Re

[
1− e−i

tan(ΩL)
2ωΩ p2

]
. (4.7)

Similarly, the in-in spectrum can also be simplified. Again the first time integral can be
done in the HO approximation, and eq. (3.34) becomes

(2π)2 dI in-in

dzd2p
= αs
πω

Pba(z)Im
∫ L

0
dt2

∫
u2uLūL

e−i(uL−ūL)·p ei
ωΩ
2 cot Ωt2 u2

2

× u2
u2

2
· ∂ū2 Q(uL, ūL,u2, ū2|L, t2)

∣∣
ū2=0 . (4.8)
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In our numerical calculations we will compute the object F(u, ū|L) given in eq. (3.38).
In the harmonic oscillator picture this is given by

F(u, ū|L) = −iω
π

∫ t

0
dt2

∫
u2

ei
ωΩ
2 cot (Ωt2)u2

2

(
u2
u2

2
· ∂ū2

)
Q(u, ū,u2, ū2|t, t2)

∣∣
ū2=0 . (4.9)

This object can be computed through the Schrödinger equation[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω − iM(u, ū)
]
F(u, ū|L) = −ω

π

u

u2 · ∂ūδ
2(ū) ei

ωΩ
2 cot(ΩL)u2

. (4.10)

We finally stress that the HO approximation is not a necessary ingredient for our numerical
procedure. When dealing with the full expression in (4.1), we would need to solve the three-
point function K(t2, t1) with advanced resummation techniques or numerically, and provide
numerical data as the non-homogeneous contribution to the evolution equation (4.10).

4.2 Pair production

Turning finally to the concrete goal of our numerical calculation, let us examine the process
of a photon splitting into a quark-antiquark pair, γ → qq̄. The full derivation of this cross
section is done in appendix B.1.

The reason for choosing this process to study is mainly a practical one. We have to
solve a system of differential equations numerically. For γ → qq̄ the system is 2× 2. Naively,
the size of the problem for q → qg splitting is 6 × 6 and for g → gg it is 24 × 24. But
by a clever choice of basis [73, 82], these problems could be reduced to 3 × 3 and 8 × 8,
respectively. Since the numerical complexity increases, with limited computing resources,
we chose the least complicated one for the current work.

Another reason is that γ → qq̄ is a pretty good proxy for studying both q → qg and
g → gg. The difference between the three cases is the Wilson line correlator C(4) in eq. (3.35).
For γ → qq̄ this is

C(4)
qγ (L, t2) = 1

Nc
〈tr[V1V

†
2 V2̄V

†
1̄ ]〉 , (4.11)

while for q → qg and g → gg it is [28, 54]

C(4)
gq (L, t2) = 1

N2
c − 1〈tr[V

†
1̄ V1V

†
2 V2̄] tr[V †2̄ V2]− 1

Nc
tr[V †1̄ V1]〉 (4.12)

C(4)
gg (L, t2) = 1

Nc(N2
c − 1)

〈
tr[V †1 V1̄] tr[V †2 V2̄V

†
1̄ V1] tr[V †2̄ V2]− tr[V †1 V1̄V

†
2 V2̄V

†
1̄ V1V

†
2̄ V2]

〉
.

(4.13)

There is obviously a big difference in color complexity between these three systems. However,
the large-Nc limit can be used to simplify C(4)

gq and C(4)
gg . In both cases the first term goes as

N0
c , while the second goes as N−2

c , meaning that the latter is subleading in Nc. Additionally,
in the large-Nc limit, the first term becomes a product of several factors, namely

C(4)
gq (L, t2) ' 1

N2
c

〈tr[V1V
†

2 V2̄V
†

1̄ ]〉〈tr[V †2̄ V2]〉 (4.14)

C(4)
gg (L, t2) ' 1

N3
c

〈tr[V †1 V1̄]〉〈tr[V1V
†

2 V2̄V
†

1̄ ]〉〈tr[V †2̄ V2]〉 . (4.15)
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These consist of products of dipoles and a quadrupole. The dipoles are easily calculable

P11̄(t, t2) ≡ 1
Nc
〈tr[V †1 V1̄]〉 = e−CF

∫ L
t2

ds n(s)σ11̄ , (4.16)

where we have introduced the notation σ11̄ = σ(r1 − r1̄). However, the quadrupole is not
trivial. Notice that the quadrupole that appears in the q → qg and g → gg splittings is the
same as the one for the γ → qq̄ process. One can therefore write

C(4)
gq (L, t2) ' P22̄(L, t2)C(4)

qγ (L, t2) (4.17)

C(4)
gg (L, t2) ' P11̄(L, t2)P22̄(L, t2)C(4)

qγ (L, t2) . (4.18)

Hence, by calculating the γ → qq̄ process we also calculate the non-trivial part of the
q → qg and g → gg processes.

In the pair production case the potential in the path integral for the four-point function
in (3.35) is a correlator of four Wilson lines, given in (4.11). There are two ways of connecting
the color of these four Wilson lines, leading to a system of Schrödinger equations (3.37)
with two states. The two states are defined as C(4)

1 = 1/N2
c 〈tr[V1V

†
2 ][V2̄V

†
1̄ ]〉 and C(4)

2 =
1/Nc〈tr[V1V

†
2 V2̄V

†
1̄ ]〉, where the latter represents the physical state that we are interested in.

To solve the Schrödinger equation given in eq. (4.10) we need to know the explicit form
of the potential matrix M. In the γ → qq̄ case the indices are i = 1, 2 and the states Qi are
defined through eq. (3.35) with the potentials C(4)

i . The second solution Q2 is the physical
state that is part of the emission spectrum, but it is coupled with the state Q1 through
the potential matrix in the Schrödinger equation. The potential matrix was derived in [70],
and for an arbitrary potential it is

M = −1
2n(t)

[
2CF (σ12 + σ2̄ 1̄) + 1

Nc
Σ1 − 1

Nc
Σ1

−NcΣ2 2CF (σ11̄ + σ2̄2) + 1
Nc

Σ2

]
. (4.19)

Here we have introduced

Σ1 ≡ σ12̄ + σ21̄ − σ11̄ − σ22̄

Σ2 ≡ σ12̄ + σ1̄2 − σ12 − σ1̄2̄ . (4.20)

In the HO approximation, the potential matrix is given by

M = − q̂

4CF

[
CF [u2 + ū2] + 1

Nc
u · ū − 1

Nc
u · ū

Ncz(1− z)(u− ū)2 [CF −Ncz(1− z)](u− ū)2

]
. (4.21)

The parameter q̂ that appears here is in the fundamental representation q̂F = q̂qγ . In
the potential matrix we have used the coordinate transformation (A.7) to go to the (u, ū)
coordinates. To get the full solution of the system we plug this matrix into eq. (4.10) and
solve the differential equation numerically. This finite-Nc result can then be compared to
the large-Nc calculation, which we will discuss now.
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4.3 The large-Nc limit

In the large-Nc limit the potential matrix simplifies to

M = − q̂4

[
u2 + ū2 0

2z(1− z)(u− ū)2 [z2 + (1− z)2](u− ū)2

]
. (4.22)

This simplification actually makes it possible to reach analytical solutions for both of
the states.

Calculating Q1. In the large-Nc limit the equation for Q1 decouples from Q2, and in
the path integral formulation it becomes a product of two independent path integrals

Q1(UL,U2) =
∫ uL

u2
Du

∫ ūL

ū2
Dūei

∫ L
t2

ds [ω2 (u̇2− ˙̄u2)+i q̂4 (u2+ū2)]

= KHO(uL,u2|L, t2)K∗HO(ūL, ū2|L, t2) , (4.23)

with KHO given in (4.5), and K∗HO is the complex conjugate with Ω∗ ≡ 1+i
2
√
q̂/ω.

Calculating Q2. The second quadrupole Q2 is the one that is present in the emission
spectrum, and its calculation is therefore of some importance. It is given by the non-
homogeneous Schrödinger equation[

i
∂

∂t
+ ∂2

u − ∂2
ū

2ω + i
q̂

4[z2 + (1− z)2](u− ū)2
]
Q2(U ,U2)

= −i q̂2z(1− z)(u− ū)2Q1(U ,U2) , (4.24)

where Q1(U ,U2) is given in (4.23). The solution to this

Q2(U ,U2) = Qfac
2 (U ,U2) +

∫ t

t2
dt3

∫
v,v̄
Qfac

2 (U ,V )T (V )Q1(V ,U2) , (4.25)

where the transition function is T (V ) = −z(1−z)q̂(v− v̄)2/2. These two terms were coined
the factorizable and non-factorizable terms in [28]. Notice that the non-factorizable term is
proportional to z(1− z), so in the soft limit z → 0 or z → 1 it becomes negligible.

The factorizable problem is solved by a homogeneous Schrodinger equation[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω + i
q̂

4[z2 + (1− z)2](u− ū)2
]
Qfac

2 (U ,U2)

= iδ(t− t2)δ2(u− u2)δ2(ū− ū2) . (4.26)

This is easier solved in the path integral form

Qfac
2 (UL,U2) =

∫ uL

u2
Du

∫ ūL

ū2
Dū ei

∫ t
t2

ds [ω2 (u̇2− ˙̄u2)+i q̂4 [z2+(1−z)2](u−ū)2]
. (4.27)

After changing variables to y = u− ū, x = 1/2(u+ ū) the potential becomes independent
of x, and the path integrals can be performed. The result is

Qfac
2 (x,y,x2,y2|L, t2) =

(
ω

2π∆t

)2
ei

ω
∆t [(x−x2)·(y−y2)]e−

q̂
12 [z2+(1−z)2]∆t[y2+y·y2+y2

2] , (4.28)

where ∆t = L− t2.
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It is worth pausing at his point, and consider the form of this function in Fourier space,
given by

Qfac(p, l2, l̄2) =
∫
x,y,x2,y2

ei(x2+ 1
2y2)·l2−i(x2− 1

2y2)·l̄2−iy·pQfac
2 (x,y;x2,y2) . (4.29)

We see that we can take the x integral directly on the four-point function. After further
simplifications, we find

Qfac
2 (p, l2, l̄2) = (2π)2δ(l2 − l̄2) 4π

q̂eff(L− t2)e−
(p−l2)2
q̂eff(L−t2)

≡ (2π)2δ(l2 − l̄2)Peff(p− l2|L, t2) , (4.30)

where the effective q̂ parameter for the photon decay is q̂eff =
[
z2 + (1− z)2]q̂.

The non-factorizable piece,

Qnon−fac
2 (U ,U2) =

∫ t

t2
dt3

∫
v,v̄
Qfac

2 (U ,V )T (V )Q1(V ,U2) , (4.31)

is much more complicated since it depends on both of the color-states of the four-point
function. In the large-Nc limit, we have an explicit solution for Q1 and can therefore solve
eq. (4.31). One can show that in momentum space it is given by

Qnon−fac(p, l2, l̄2|L, t2) =
∫ L

t2
dt3

∫
l3

∫
u

e−i(p−l3)·uP̃(zu|L, t3)P̃((1− z)u|L, t3)

× T (u|t3)Q1(l3, l2, l̄2|t3, t2) , (4.32)

where we have written the two-point broadening functions in coordinate space, i.e. P̃(u) =∫
p e−ip·uP(p). Since T (u) = −z(1− z)q̂u2/2, we can trade it for a double derivative and
obtain

Qnon−fac(p, l2, l̄2|L, t2) = 1
2z(1− z)q̂

∫ L

t2
dt3

∫
l3

× (∂p · ∂p)Peff(p− l3|L, t3)Q1(l3, l2, l̄2|t3, t2) . (4.33)

The quadrupole Q1 was given in (4.23), and in momentum space it is

Q1(l3, l2, l̄2|t3, t2) = KHO(l3, l2|t3, t2)K∗HO(l3, l̄2|t3, t2) , (4.34)

where the splitting kernel in momentum space is

KHO(l3, l2|t3, t2) = 2π
iωΩ sin(Ω∆t)e

i
2ωΩ sin(Ω∆t) [cos(Ω∆t) (l23+l22)−2l2·l3] . (4.35)

After taking the double derivative and doing the last Gaussian integral you arrive at the
somewhat complicated expression

Qnon−fac(p, l2, l̄2|L, t2) = −1
2z(1− z)q̂

∫ L

t2
dt3

c2

A

×Q1(p, l2, l̄2|t3, t2)
[
1− 2c

A
+ c

A2q
2
]

e−
q2
2A , (4.36)
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where we have defined the time-dependent factors

c= 2
q̂eff(L−t3) , (4.37)

A= 2
q̂eff(L−t3)−iω[ΩcotΩ(t3−t2)−Ω∗ cotΩ∗(t3−t2)] , (4.38)

q=ω

[
Ω

tanΩ(t3−t2)

(
p− l2

sinΩ(t3−t2)

)
− Ω∗

tanΩ∗(t3−t2)

(
p− l̄2

sinΩ∗(t3−t2)

)]
. (4.39)

4.4 Factorizable and non-factorizable contributions to the spectrum

Hence, in this case, the factorizable part of the spectrum reads

(2π)2 dI in−in
fac

dzd2p
= αs
ω2Pba(z)Re

∫ L

0
dt2

∫ t2

0
dt1

∫
l2,l1

l1 ·l2Peff(p−l2|L,t2)K(l2, l1|t2, t1) (4.40)

= αs
ω2Pba(z)Re

∫ L

0
dt2

∫ t2

0
dt1 e−ip·xPeff(x|L,t2)∂x ·∂yK(x,y|t2, t1)y=0 . (4.41)

This describes a splitting of one parton into two at times t1 < t < t2 and the subsequent
incoherent broadening of the two-body system, described by the effective jet coefficient q̂eff ,
at times t2 < t < L.

After doing the remaining momentum integrals the factorizable part of the spectrum
becomes

(2π)2 dI in-in
fac

dzd2p
= 2αs

ω
Pba(z)Re i

∫ L

0
dt 2ωΩ cot(Ωt)

2ωΩ cot(Ωt) + iq̂eff∆te
−i p2

2ωΩ cot(Ωt)+iq̂eff∆t . (4.42)

Similarly, the non-factorizable part of the spectrum is

(2π)2 dI in-in
non-fac

dzd2p
= αsz(1− z)q̂ Pba(z)

2ω2 Re
∫ L

0
dt2

∫ t2

0
dt1

∫ L

t2
dt3

∫
l1l2 l̄2l3

l1 · l̄2

× (∂p · ∂p)Peff(p− l3|L, t3)Q1(l3, l2, l̄2|t3, t2)K(l2, l1|t2, t1) . (4.43)

The two expressions (4.42) and (4.43) constitute the main analytical results in the large-Nc

limit. However, it is worth to stress that the full finite-Nc result can similarly be interpreted
as a factorizable contribution, corresponding to the diagonal elements of the interaction
matrix M, see (4.21), and the remaining diagonal and non-diagonal, or non-factorizable,
contributions.

It is interesting to study the time scales of the different parts of the spectrum. The
splitting kernel K(t2, t1) is governed by the time scale tbr =

√
2ω/q̂, called the branching

time. This which is evident from (4.5), which contains the combination |Ωτ | ∼ τ/tbr, where
the time difference is τ = t2 − t1. This constrains the extent of the time difference to be of
the order of tbr. The scaling of the spectrum with the medium length can be clarified by
shifting the time integrals as∫ L

0
dt2

∫ t2

0
dt1
(
. . .
)
→
∫ L

0
dt
∫ L−t

0
dτ
(
. . .
)
. (4.44)
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For a large medium or for soft emissions, such that L� tbr, the integration over τ yields a
factor ∼ tbr, while the remaining integration over t scales with L. Hence, the factorizable
piece is expected to scale linearly with L.

The time dependence of the non-factorizable piece is not so straightforward, as it is
a convolution of two different quadrupoles, see eq. (4.33). Between t2 and t3 the time
dependence is set by Q1(t3, t2), which exhibits the same characteristic time scale as K(t3, t2),
namely at the order of the branching time tbr. One therefore expects the integration over
the intermediate time t3 to yield a factor tbr. It can be shown numerically that the non-
factorizable term vanishes in the z → 0 limit, see figures 9 and 12, since tbr ∝

√
z. This has to

be compensated by another length scale, which should emerge from the remaining dynamics
between t3 ∼ t2 + tbr and L. In [28] the authors argued that the non-factorizable part
contributes only as tbr/L, suggesting that the non-factorizable contribution should become
less relevant for large media. In section 5 we will critically examine this proposed behavior.

5 Numerical results

In this section we will present the results of our numerical calculations for the γ → qq̄

splitting. The system of coupled Schrödinger equations is solved on a dense grid using the
fourth-order Runge-Kutta method. The coupled set of equations is defined in eq. (4.10) and
the potential matrix M entering these equations is given in (4.21) at finite-Nc and (4.22)
at large-Nc. The simulation error was estimated by comparing the simulated value of the
factorizable problem with the analytical solution given in (4.42). The code we used to do
these simulations can be found here: https://github.com/johannesgutn/schrodinger.

As mentioned above, we have chosen to focus on the γ → qq̄ process due to the small
dimension of possible intermediate color states and, thus, the number of coupled equations;
the qq̄ pair can only be in two (singlet and octet) configurations. Our approach can be
straightforwardly generalized to more complicated systems like q → qg and g → gg, however,
it is not a trivial task. The main problem is that in these cases the potential matrices M
have a much higher dimension than in the photon case, and the number of coupled evolution
equations grows rapidly. This also comes with a much higher demand for computing power
and time, which is one of the reasons why we decided to focus on the photon case. On the
other hand, as discovered for the calculations in the eikonal approximation [70], one would
expect more pronounced deviations from the large-Nc limit in splitting processes involving
more color.

The object we end up with after doing our numerical calculation is

F(p|L) =
∫
uū

e−i(u−ū)·pF(u, ū|L) , (5.1)

where F(u, ū|L) is defined in eq. (4.9). The code then simulates the time evolution of the
object F(p|L), as a function of the splitting fraction z and the transverse momentum p, or
equivalently splitting angle θ, as |p| ' ωθ.

We focus on the medium modification factor Fmed, introduced in (3.25). It measures
how much the medium-induced emission spectrum differs from the vacuum spectrum, and
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Figure 3. F in−in
med as a function of time for different values of ω.

is defined as
Fmed =

(
dI in-in

dzd2p
+ dI in-out

dzd2p

) / dIvac

dzd2p
. (5.2)

This ratio cancels directly out the soft and collinear divergences contained in the vacuum
spectrum. In particular, since the Altarelli-Parisi splitting function is canceled out in (5.2),
we expect that Fmed should give a measure of the medium modifications that is, at least
qualitatively, universal among the medium-induced splitting processes (up to the magnitude
of the effects).

In the previous sections we have computed the vacuum and in-out contributions
analytically in the HO approximation, see eqs. (3.30) and (4.7). For the in-in contribution
we have as mentioned calculated the object F(p|L) numerically. Inserting this into the
above equation gives

Fmed = Re
(
p2

2ω2F(p|L)− 2
[
1− e−i

tan(ΩL)
2ωΩ p2

])
. (5.3)

We will now discuss some of the main observations from the results of our simulations.

5.1 The in-in contribution

To start, it is interesting to look at just the in-in contribution, as this is what was studied
in [28]. To do this we define F in−in

med = Re p2

2ω2F(p|L), and plot this as a function of time and
θ in figures 3–5. In [28] the authors argue that the non-factorizable part should be negligible
as long as L� tbr =

√
2ω/q̂. The medium parameters were chosen to put focus on where

the effects are most sizable. We can now use our numerical results to check this statement.
Looking at the left plot in figure 3 we have tbr ' 0.5 fm and tbr ' 0.8 fm for z = 0.09

and z = 0.5, respectively. We would therefore expect the finite-Nc and the factorizable
results to match closely at late times. However, this is not what we see. For z = 0.5 the
two solutions actually move away from each other at around 1 fm. The same is also true for
the 100GeV plot on the right, but since error bands are bigger it is harder to draw concrete
conclusions.
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Figure 4. F in−in
med as a function of time for two different values of q̂.

To study the behavior at late times in more detail we have in figure 4 plotted F in−in
med up

to 5 fm. Numerically this was only possible at 10GeV, as the error blows up at late times
for the 100GeV case. In this figure we have used two different values of q̂, which is a way of
varying tbr while holding ω constant. From this figure it is clear that the difference between
the finite-Nc and factorizable solutions grows at around 1 fm, and stabilizes to a constant
value. This contradicts the notion from [28] that the non-factorizable should become less
important at late times. However, it is consistent with [70], where we also found that the
difference between the finite Nc and factorizable versions of the quadrupole amounted to a
constant shift after some time.

On the other hand, it is interesting to note that the error in the case where q̂ =
1.5GeV2/fm is bigger than the error when q̂ = 3GeV2/fm. This does seem to support the
claim that the non-factorizable piece is less important when q̂ is big, or equivalently tbr is
small. Together, these observations seem to indicate that the size of the non-factorizable
term as a function of the different parameters is more complicated than previously thought.

In figure 5 we have plotted the in-in contribution as a function of the splitting angle θ.
This is also interesting to study, as the estimate that the non-factorizable piece should be
small when L� tbr contains no information about the angle. We see that the factorizable
piece matches the full solution one when Fmed itself is small, while the two solutions show
differences around the peaks in the distributions. Of the four curves in figure 5 only the one
with z = 0.5 and E = 10GeV (tbr ' 0.8) exhibits a significant difference between the factoriz-
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Figure 5. F in−in
med as a function of θ for different values of ω.

able and full solution. However, in the four plots the branching time tbr ranges from 0.8 fm to
1.4 fm, which is smaller than L, but not very much smaller, so it is hard to draw conclusions.

It is clear in both figures 3 and 5 that the non-factorizable part is small when z is small,
which is what we expect from the analytic calculation (4.25).

5.2 Validation of the numerical results and comparison to approximate
solutions

Armed with our numerical simulation we have the opportunity to study several approxima-
tions. From now we plot the full Fmed, given in (5.2), which also includes the in-out term.
As a first test case, we study going from the full finite-Nc result to the large-Nc solution.
This amounts to simplifying the potential matrix in the Schrödinger equation from (4.21)
to (4.22).

The next approximation we examine is comparing the magnitude of non-factorizable
effects in the splitting. The factorizable piece corresponds to keeping only the first term of
the quadrupole, see eq. (4.25). This is what is usually done in most practical applications,
and is therefore a very important test. For instance, for the special case of g → qq̄ (even
with massive quarks), this is the only contribution at large-Nc [83].

Lastly, we will also compare our non-eikonal result to the fully eikonal approximation,
where all the partons are put on classical paths. This is the approximation we used in [70],
where we performed a similar study. Here, we put this approximation to the test.

We evaluate the numerics for the medium parameters q̂ = 1.5GeV2/fm and L = 2 fm,
and choose two, widely separated initial energies E = 10GeV and E = 100GeV as
representative test cases. The simulated Fmed at finite Nc is shown in figure 6, where we
have plotted it in the two-dimensional (log 1

z , log 1
θ ) plane (or Lund plane) for a wide range

of splitting fractions and angles.7 In this representation the vacuum spectrum alone, in
the soft limit, would correspond to a constant ∝ αsCR. Hence, this provides a compact
representation of where the medium effects are most pronounced.

7Following the high-energy notations, we are using natural logarithms throughout.
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Figure 6. Fmed, given in eq. (5.2), simulated at finite-Nc for two different energies, i.e. for
E = 10GeV and E = 100GeV. See text for further details. The two medium scales |p| = Qs and
|p| = (ωq̂)1/4 are also plotted, as well as tf = L.

In figure 6 we have also depicted the medium scales related to the transverse momentum
scales from splitting, i.e. |p| = pt = ωθ ∼ (ωq̂)1/4 (thick, red line), and broadening, i.e.
pt = ωθ ∼ Qs =

√
q̂L (thick, blue line). Finally, we also delineate where the formation

time tf = 2ω/p2
t becomes equal to the medium length L (thick, green line). Clearly, as is

most visible for the higher parton energy (figure 6, right), medium effects are occurring
at large angles and scale nicely with Qs. However, whenever Qs ≈ (ωq̂)1/4, i.e. for long
branching times, we note a net negative effect of medium interactions. In this regime, both
of these scales also become comparable to the condition on the formation time tf < L, or
pt >

√
2ω/L. Note, however, that the full spectrum, i.e. vacuum plus medium, is positive.

Finally, we note that the simulation errors become quite large for large angles and
large z for E = 100GeV, and our results are therefore not shown in the lower, left corner of
figure 6 (right). We now turn to discuss exactly the simulation errors.

Estimating the simulation error. Before we do any of these comparisons we will
discuss the error in our simulation. In this work, we have done three numerical simulations,
corresponding to i) the finite-Nc result, ii) the large-Nc result, and iii) the factorizable
part of the large-Nc result. The third point corresponds to a special case where we solve the
coupled Schrödinger equations with the potential matrix M at large-Nc, eq. (4.22), while
also setting the non-diagonal contributions to zero. In this case we also have an analytic
formula, eq. (4.42). This gives us a way to compare our numerical simulations, in this
special case, to a well-defined answer and the difference between these two will then give us
an estimate of the simulation error.

Hence, as a proxy for the full numerical error, we define the error of the simulation
as 1 + Fmed calculated analytically and numerically, according to prescription iii) above.
Hence, we define the accuracy as,

∆num ≡
|Fmed,analytic − Fmed,simulated|

1 + |Fmed,analytic|
. (5.4)

This quantity is plotted on the Lund plane in figure 7.
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Figure 7. The simulation error ∆num, defined in eq. (5.4), for two different energies.

As one can see from figure 7 the simulation error is generally small for the 10GeV case.
For the 100GeV case the error grows large for big θ and z ∼ 0.5. We therefore do not
expect to get accurate results in this part of the phase space. This comes from the fact that
the Schrödinger equation (4.10) contains a non-homogeneous term with a complex phase
which is proportional to

√
ω. This phase will oscillate rapidly when ω is big, meaning we

need an increasingly detailed grid to capture these oscillations. Further work is needed to
address this corner of the phase space.

However, except for this corner of the phase space for the 100GeV case, the simulation er-
ror is sufficiently small to be able to draw meaningful conclusions from the numerical results.

Comparing finite-Nc and large-Nc. In [70] we found that there is only a very small
difference between the spectrum for finite Nc and large-Nc in the γ → qq̄ case. In that
paper we used the eikonal approximation for all the partons, so it is interesting to see if
anything changes when we here include the possibility to accumulate transverse momentum
along the partonic lines. Again we define the difference between the two schemes on the
level of 1 + Fmed, and plot

∆Nc ≡
|Fmed,finite−Nc − Fmed,large−Nc |

1 + |Fmed,finite−Nc |
, (5.5)

in figure 8. As we can see from the difference between the finite-Nc and large-Nc results
are very small in the whole (θ, z) plane, mostly under 1 %. This is consistent with our
earlier findings in [70]. However, in that work we found substantial differences in the cases
of q → qg and g → gg, so we would expect the same in this case.

Since the difference between the results at finite Nc and large-Nc is so small we will
subsequently only plot the result at finite Nc.

Comparing large-Nc and the factorizable contribution. The quadrupole at large-
Nc is given in eq. (4.25). In most analytic calculations of the emission spectrum the second
non-factorizable term is dropped, and only the first term is considered. We directly see from
the definition that the non-factorizable term vanishes for soft emissions z → 0. For soft or
unbalanced splittings, z � 1, we expect the non-factorizable contributions to be suppressed
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Figure 8. The difference ∆Nc
between 1 + Fmed simulated at finite Nc and large-Nc, defined in

eq. (5.5).

Figure 9. The difference ∆non−fac between 1 + Fmed calculated at large-Nc and keeping only the
factorizable term of the large-Nc solution, defined in eq. (5.6).

by an inverse length, i.e. tbr/L (at least this was argued in the large-Nc limit) [28]. However,
there could be important differences at finite z and large angles.

In order to gauge the importance of the full range of non-factorizable contributions at
finite-Nc, we define

∆non−fac ≡
|Fmed,large−Nc − Fmed,factorizable|

1 + |Fmed,large−Nc |
, (5.6)

which is plotted in figure 9. We see from comparing figures 8 and 9 that dropping the
non-factorizable part of the large-Nc solution introduces a considerably bigger error than
what is introduced by going from finite-Nc to large-Nc.

It is also clear that this approximation works well in the soft limit, as expected. This
indicates that it is safe to only use the factorizable piece when calculating soft emissions.
However, for finite z one should be more careful, as there might be significant contributions
from the non-factorizable term, leading to significant deviations.

Comparing the eikonal approximation and non-eikonal corrections. In [70] we
also studied many of the same effects we have presented here. However, in that paper we
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Figure 10. The difference ∆eik between eikonal and non-eikonal 1 + Fmed of the large-Nc solution,
defined in eq. (5.7). The non-eikonal result is obtained from numerical simulations, while the
eikonal results is calculated using the analytical formulas for the factorizable and non-factorizable
terms (D.15) and (D.16).

used the eikonal approximation, where all the partons travel on straight lines through the
medium. In appendix D we show how the calculation simplifies in the eikonal limit. It
is interesting to examine how well the eikonal approximation actually works. We expect
that the eikonal approximation works best when ω is big, or when z ∼ 0.5. In figure 10
we have plotted the error introduced by using the eikonal approximation, compared to the
non-eikonal version, defined as

∆eik ≡
|Fmed,non−eikonal − Fmed,eikonal|

1 + |Fmed,non−eikonal|
. (5.7)

As one can see the eikonal approximation overestimates the contribution by a big margin,
especially along the line ωθ ∼ Qs, i.e. around the peak of the spectrum. We can therefore
conclude that using the eikonal approximation does not work well for the values of the
parameters we have chosen in this paper.

In figure 11 we have plotted Fmed as a function of z at a higher energy of E = 1000GeV,
to study whether the eikonal approximation is accurate at this energy scale. From the
figure it is clear that it does indeed work well for z close to 0.5. However, it still fails to
capture the main contribution of Fmed, which is present at lower z.

We would also like to point out that we have here used the eikonal approximation on
all of the partons. It is common to study the case where one of the emitted partons is soft,
while the other is hard. In that case the eikonal approximation could be used on the hard
partons, while the full transverse dependence of the soft parton should be kept. We expect
this to give a more accurate result than the fully eikonal case, but we have decided not to
pursue this scheme further here.

5.3 Precision calculation of splitting function in the Lund plane

Finally, we turn to the state-of-the-art calculations of the splitting function, evaluated in
the HO approximation without any other further approximations. In this section we discuss
our results, and plot slices of the Lund plane as a function of different parameters.
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Figure 11. Comparison of the non-eikonal and fully eikonal Fmed, calculated using the factorizable
part of the large-Nc solution, as a function of z, for a much higher energy E = 1000GeV. Only the
factorizable part was used here, because the non-factorizable term is expected to be small at large
energies.

Figure 12. Fmed calculated at finite Nc and the factorizable part of the large-Nc solution. On the
Lund plane we have indicated constant θ slices that we plot as a function of z.

In figure 12 we have plotted Fmed simulated at finite Nc. We have plotted a slice of this
at constant θ, as a function of z. We have plotted both the simulated finite-Nc result and the
analytical formula for the factorizable piece of the large-Nc solution. It is interesting to note
that the two different solutions are within error bands of each other at low-z, i.e. z < 0.1.

However, as z approaches 0.5 the two solutions diverge. The factorizable part overesti-
mates the finite-Nc value by a significant margin. In addition, the two solutions peak at differ-
ent z-values. This again shows that the factorizable part is not as accurate at finite z > 0.1.

Next, in figure 13, we plot the medium modification Fmed for two slices of constant z, as
indicated on the Lund plane in the inset. We plot this as a function of the dimensionless ratio
pt/Qs, where pt ≡ |p| = ωθ. In the soft limit, z � 1, one expects that the distribution should
peak around pt/Qs ≈ 1 [41]. This is indeed the case for both the factorizable part (now at
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Figure 13. Fmed calculated at finite Nc and the factorizable part of the large-Nc solution. On the
Lund plane we have indicated constant z slices that we plot as a function of pt/Qs.

Figure 14. Fmed as a function of time for two different energies.

finite-z) and for the full, finite-Nc simulation, although the peak is less distinguishable due
to the numerical errors. However, the factorizable solution again overshoots the true value,
especially at large pt or angles.

As our last numerical results, we show the time evolution of Fmed in figure 14. Here we
have chosen z and θ to be close to the respective peaks in the distributions at L = 2 fm.
From these plots it is clear that the peak of the distribution moves with time. As we sit
in a constant point in the (θ, z) plane the distribution is first negative, and then becomes
positive as time progresses.

We note also that the large-Nc/factorizable result agrees with the full calculation at
early times, to diverge from it at later times. This is related to the physics of multiple
scattering. At early times in the medium, there were simply not enough scatterings to
cause strong color rotations so as to probe the many possible intermediate states of the
two-body final particle system. This, however, changes when time progresses and the full
color dynamics become apparent.
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As is well known [42], hard medium-induced emissions occur mostly at early times
in the medium. It can be explicitly checked that the mixing of different color states only
occurs at higher orders (N > 1) in the opacity expansion. In order to induce the color
dynamics responsible for factorization-breaking effects one needs frequent scatterings to
occur; some to induce the splitting and others in charge of de-correlating and broadening
the final splitting products.

6 Conclusion and outlook

In this paper we have derived the spectrum for a medium-induced emission without invoking
the large-Nc or eikonal approximations. This was done in section 3.1. The spectrum
can be divided into a vacuum component (called out-out) and a medium component,
consisting of an in-out piece and in-in piece, which for a general potential are given in
eqs. (3.30), (3.32) and (3.34), respectively. The in-in contribution contains the quadrupole
correlation function Q(L, t), which currently cannot be solved analytically without using
the large-Nc approximation. We then showed how the in-in contribution can be solved
through a Schrödinger equation in eq. (3.39).

In section 4, we focused our efforts by applying the general results we derived in the
previous sections to a state-of-the-art calculation of a concrete splitting process. We chose
to study the process γ → qq̄, in the harmonic oscillator approximation. We here found that
the large-Nc approximation works extremely well for the photon case, which also echoes
the results we found in [70]. Our main result of this calculation was shown in figure 8.

We also examined how well the full spectrum can be approximated using only the first
of the two terms in the large-Nc solution of the quadrupole, given in eq. (4.25). This is
important, as usually only the first term, referred to as the factorizable term, is kept in
calculations of the emission spectrum, as the quadrupole then simplifies substantially. The
factorizable and full solutions were shown in figure 9 and also figures 12–14. As expected
from the analytical formula (4.25) we found that the factorizable term provides an excellent
approximation of the full solution in the soft limit when z ∼ 0. However, we do see a small
deviation at finite z, at the order of 10 %, and even higher at large angles. It could therefore
be important to include both terms in studies that focus on corrections where z is not small.

Our results, also summarized in figure 4, indicate that the non-factorizable terms
are sizable and persistent even for large media. Furthermore, figure 5 demonstrates that
these contributions decrease when decreasing the branching time. This indicates that the
color-dynamics taking place from moment of the branching to the end of the medium is
non-trivial. These effects are expected to be bigger for partons with a higher color charge,
such as g → gg branching, and deserves further studies.

We also compared our result to the fully eikonal result, where all the partons are put
on straight lines. This is what was done in [70], so keeping the full transverse dynamics
is the main improvement over that paper. We found in figure 10 that the fully eikonal
approximation is not generally very effective at capturing the spectrum, especially at low ω.
However, it should be noted that in many calculations the soft limit is used, where you keep
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the non-eikonal behavior of the soft line, while putting the rest on straight lines. We expect
this to work better for small z, and is something that could be studied in future work.

Having established a working methodology, this work therefore paves the way for
precise calculations of all QCD and QED/EW splitting functions in the medium. As a next
important step, we will attempt to solve the necessary evolution equations for g → gg and
q → qg which both contain soft divergences and should therefore occur frequently in the
QGP. On the level of spectra differential only in the momentum-sharing fractions, this
would also be relevant for studying overlapping formation times in g → ggg splitting beyond
the soft and/or large-Nc limits [73]. A further perspective worth considering is to simulate
more partons as many-body and multi-level (in the sense of color) quantum-mechanical
systems in a background field. This effort seems however daunting due to the exponentially
growing size of the system of coupled evolution equations, describing the available color
representations of the involved partons.

Going beyond the HO approximation is also, in principle, straightforward. In order to
achieve a full resummation one should use the complete elastic medium scattering potential,
and use the most general interaction matrix M as given in eq. (4.19). In this case, one also
needs to evaluate the three-point function K(u,u2|t2, t1) numerically with a completely
analogous numerical Schrödinger equation. Hence, the non-homogeneous contribution to
F , as in eq. (3.39), would be provided as numerical data. In principle, one could also use
scattering potentials extracted from lattice simulations of high-temperature QCD [84].
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A Simplifying n-point functions

Here we will show how the n-point functions present in eq. (3.1) can be simplified. It is
adapted from the procedure shown in [28].

A.1 Four-point function

The four-point function up to some final time tf is given by

(k,q;k,q|S(4)(tf , t2)|k2,q2; k̄2, p̄2−k̄2) = dbc
〈

(k|Gb|k2)(q|Gc|q2)(p̄2−k̄2|G†c |q)(k̄2|G†b |k)
〉
,

(A.1)

where the color factor dbc is process dependent, and we have neglected all color indices.
The propagators are usually formulated in position space, see eq. (2.1), so after a Fourier
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transform it becomes

(k, q;k, q|S(4)(tf , t2)|k2, q2; k̄2, p̄2 − k̄2)

=
∫
x2y2ȳ2x̄2xyȳx̄

eik2·x2−ik̄2·x̄2+iq2·y2−i(p̄2−k̄2)·ȳ2−ik·(x−x̄)−iq·(y−ȳ)

× (x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2) . (A.2)

The four-point function in position space is then given by

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2) = dbc
〈

(x|Gb|x2)(y|Gc|y2)(ȳ2|G†c |ȳ)(x̄2|G†b |x̄)
〉

=
∫ x

x2
Dr1

∫ y

y2
Dr2

∫ ȳ

ȳ2
Dr̄2

∫ x̄

x̄2
Dr̄1 ei

E
2

∫ tf
t2

ds [z(ṙ2
1− ˙̄r2

1)+(1−z)(ṙ2
2− ˙̄r2

2)]C(4)(r1, r2, r̄2, r̄1) ,

(A.3)

where the potential term C(4) is a correlator of Wilson lines

C(4)(r1, r2, r̄2, r̄1) = dbc
〈
Vb(r1)Vc(r2)V †c (r̄2)V †b (r̄1)

〉
. (A.4)

The Wilson lines V (r) can be in the fundamental or adjoint representations depending on
the process.

In [70] it was shown that all Wilson line correlators can be written as a system of
differential equations

d
dtC

(4)
i = MijC(4)

j . (A.5)

Here Cj indicates some other color configuration of the same Wilson lines. It was also shown
in [70] that the evolution matrix only depends on the differences of the coordinates

Mij = Mij(σ12, σ1̄2̄, σ11̄, σ22̄, σ12̄, σ1̄2) . (A.6)

Here we have used the notation σ12 ≡ σ(r1 − r2). This implies that C(4) also only depends
on the differences of the coordinates. It is therefore natural to change to the following
coordinates, with unit Jacobian

u = r1 − r2

ū = r̄1 − r̄2

v = z(r1 − r̄1) + (1− z)(r2 − r̄2)

w = 1
2[z(r1 + r̄1) + (1− z)(r2 + r̄2)] . (A.7)

Now the correlator C(4) only depends on the coordinates u, ū and v, and there is no
dependence on w. The four-point function then becomes

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2)

=
∫
Dw

∫
Dv

∫
Du

∫
Dū ei

E
2

∫ tf
t2

ds [2v̇·ẇ+z(1−z)(u̇2− ˙̄u2)]C(4)(u, ū,v) . (A.8)
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Since the potential does not depend on w the path integral over w can be done, which has
the effect of forcing v to be on the classical path v → vcl. The result is

(x,y; x̄, ȳ|S(4)(tf , t2)|x2,y2; x̄2, ȳ2)

=
(

E

2π(tf − t2)

)2

e
i E
(tf−t2) ∆v·∆w

∫
Du

∫
Dū ei

ω
2

∫ tf
t2

ds (u̇2− ˙̄u2)C(4)(u, ū,vcl) , (A.9)

where ∆w = w(tf ) −w(t2) and we have defined ω = z(1 − z)E. Now we can return to
momentum space. After performing the same coordinate change on the Fourier components
in eq. (A.2) the integrals involving the w components are∫

wLw2
eiw2·(q2+k2−p̄2)e

i E
(tf−t2) ∆v·(wL−w2)

=
(2π(tf − t2)

E

)2
(2π)2δ2(∆v)(2π)2δ2(q2 + k2 − p̄2) . (A.10)

Inserting this into the expression for the four-point function in momentum space eq. (A.2)
and doing one v integral leads to eq. (3.7)

(k,q;k,q|S(4)(tf , t2)|k2,q2; k̄2, p̄2−k̄2) = (2π)2δ2(q2+k2−p̄2)

×
∫
u2uf ū2ūfv

eiv·(p̄2−q−k)+iu2·(k2−zp̄2)−iū2·(k̄2−zp̄2)−i(uf−ūf )·((1−z)k−zq)

×
∫ uf

u2
Du

∫ ūf

ū2
Dūei

ω
2

∫ tf
t2

ds(u̇2− ˙̄u2)C(4)(u, ū,v)

≡ (2π)2δ2(q2+k2−p̄2)S(4)((1−z)k−zq,k2−zp̄2, k̄2−zp̄2, p̄2−k−q|tf , t2) . (A.11)

Here it is clear that it is more convenient to use the momentum variables l2 = k2 − zp̄2,
l̄2 = k̄2 − zp̄2, p = (1 − z)k − zq and P = q + k, where the four-point function is
S(4)(p, l2, l̄2, p̄2 − P |tf , t2).

A.2 Three-point function

The three-point function is given by

(k2,q2; p̄2|S(3)(t2, t1)|k1,p1−k1; p̄1) = dabc
〈

(k2|Gb|k1)(q2|Gc|p1−k1)(p̄1|G†a|p̄2)
〉
, (A.12)

where the color factor dabc is process dependent, and we have neglected all color indices.
The propagators are usually formulated in position space, see eq. (2.1), so after a Fourier
transform it becomes

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)

=
∫
x1x2y1y2z̄1z̄2

eik1·x1−ik2·x2+i(p1−k1)·y1−iq2·y2−ip̄1·z̄1+ip̄2·z̄2

× (x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1) . (A.13)
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The three-point function in position space is then given by

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1) = dabc
〈

(x2|Gb|x1)(y2|Gc|y1)(z̄1|G†a|z̄2)
〉

=
∫ x2

x1
Dr1

∫ y2

y1
Dr2

∫ z̄2

z̄1
Dr̄0 ei

E
2

∫ t2
t1

ds [zṙ2
1+(1−z)ṙ2

2− ˙̄r2
0]C(3)(r1, r2, r̄0) , (A.14)

where the correlator C(3) is given by

C(3)(r1, r2, r̄0) = dabc
〈
Vb(r1)Vc(r2)V †a (r̄0)

〉
. (A.15)

The Wilson lines V (r) can be in the trivial, fundamental, or adjoint representations
depending on the process.

In [70] it was shown that all Wilson line correlators can be written as a system of
differential equations

d
dtC

(3)
i (r1, r2, r̄0) = Mij(r1 − r̄0, r2 − r̄0, r2 − r1)C(3)

j (r1, r2, r̄0) . (A.16)

Here C(3)
j indicates some other color configuration of the same Wilson lines. The fact that

the evolution matrix only depends on the differences of the coordinates implies that the
same is true for the correlator: C(r1, r2, r̄0) = C(r1 − r̄0, r2 − r̄0, r2 − r1). This leads
naturally to a variable change, with unit Jacobian

u = r1 − r2

v = zr1 + (1− z)r2 − r̄0 (A.17)

Now the correlator C(3) only depends on the coordinates u and v, and there is no dependence
on r̄0. The three-point function then becomes

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1)

=
∫
Du

∫
Dv

∫
Dr̄0 ei

E
2

∫ t2
t1

ds [z(1−z)u̇2+v̇2+2v̇· ˙̄r0]C(3)(u,v) . (A.18)

Since the potential does not depend on r̄0 the path integral over r̄0 can be done, which has
the effect of forcing v to be on the classical path v → vcl. The result is

(x2,y2; z̄2|S(3)(t2, t1)|x1,y1; z̄1)

=
(

E

2π(t2 − t1)

)2
ei

E
(t2−t1) ∆v·(∆v+2(z̄2−z̄1))

∫
Du ei

ω
2

∫ t2
t1

ds u̇2
C(3)(u,vcl) , (A.19)

where ∆v = v2 − v1 and we have defined ω = z(1− z)E. Now we can return to momentum
space. After performing the same coordinate change on the Fourier components in eq. (A.2)
the integrals involving the z components are∫

z̄1z̄2
eiz̄1·(p1−p̄1)e−iz̄2·(k2+q2−p̄2)ei

E
(t2−t1) ∆v·(z̄2−z̄1)

=
(2π(t2 − t1)

E

)2
(2π)2δ2(∆v)(2π)2δ2(p1 − p̄1) . (A.20)
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Here we have used that p̄2 = k2 + q2, see eq. (3.7). Inserting this into the expression for
the three-point function in momentum space eq. (A.13) and doing one v integral leads to
eq. (3.8)

(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1) = (2π)2δ2(p1 − p̄1)

×
∫
u1u2v

eiv·(p1−p̄2)+iu1·(k1−zp1)−iu2·(k2−zp̄2)
∫
Du ei

ω
2

∫ t2
t1

ds u̇2
C(3)(u,v)

≡ (2π)2δ(p1 − p̄1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) . (A.21)

After defining the momentum variables l2 = k2 − zp̄2 and l1 = k1 − zp1 this becomes
S(3)(l2, l1,p1 − p̄2|t2, t1).

A.3 Two-point function

The two-point function is

(p1;p1|S(2)(t1, t0)|p0; p̄0) = d(2)
a

〈
(p1|Ga(t1, t0)|p0)(p̄0|G†a(t0, t1)|p̄1)

〉
, (A.22)

where we have used that p̄1 = p1 from (A.21). After Fourier transforming this becomes

(p1;p1|S2(t1 − t0)|p0; p̄0) =
∫
x1x0x̄1x̄0

e−ip1·(x1−x̄1)+ip0·x0−ip̄0·x̄0(x1; x̄1|S2(t1 − t0)|x0; x̄0) .

(A.23)
In position space it can be written in terms of path integrals

(x1; x̄1|S2(t1 − t0)|x0; x̄0) = d(2)
a 〈(x1|Ga(t1, t0)|x0)(x̄0|G†b (t1, t0)|x̄1)〉

=
∫ x1

x0
Dr

∫ x̄1

x̄0
Dr̄ ei

E
2

∫ t1
t0

ds(ṙ2− ˙̄r2)C(2)(r − r̄|t1, t0) , (A.24)

where C(2) is a Wilson line correlator that has a simple solution

C(2)(r − r̄|t1, t0) = d(2)
a

〈
VaV

†
ā

〉
= e−CR

∫ t1
t0

ds n(s)σ(r−r̄)
. (A.25)

Changing coordinates to u = r− r̄ and v = 1/2(r+ r̄) the potential does not depend on v,
and the path integral over v can be performed. This has the effect of forcing u to be on
the classical path, and the full two-point function becomes

(p1;p1|S2(t1 − t0)|p0; p̄0) =
(

E

2π∆t

)2 ∫
u1u0v1v0

eiv0·(p0−p̄0)−iu1·p1+ 1
2 iu0·(p0+p̄0)

× ei
E
∆t (u1−u0)·(v1−v0)−CR

∫ t1
t0

ds n(s)σ(ucl)
. (A.26)

All but one of the integrals can be done immediately, leading to a momentum-conserving
delta function

(p1;p1|S(2)(t1 − t0)|p0; p̄0) = (2π)2δ(p0 − p̄0)P(p1 − p0|t1, t0) . (A.27)

Here we have defined the broadening distribution P as

P(p1 − p0|t1, t0) =
∫
u

e−iu·(p1−p0)−CR
∫ t1
t0

ds n(s)σ(u)
. (A.28)
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A.4 Summary of color structure

In the main text we have written the n-point functions in a very general way, namely

(p1; p̄1|S(2)(t1, t0)|p0; p̄0) = d(2)
a 〈(p1|Ga(t1, t0)|p0)(p̄0|G†a(t0, t1)|p̄1)〉

(k2,q2; p̄2|S(3)(t2, t1)|k1,p1−k1; p̄1) = d
(3)
abc〈(k2|Gb|k1)(q2|Gc|p1−k1)(p̄1|G†a|p̄2)〉

(k,q;k,q|S(4)(t∞, t2)|k2,q2; k̄2, p̄2−k̄2) = d
(4)
bc 〈(k|Gb|k2)(q|Gc|q2)(p̄2−k̄2|G†c |q)(k̄2|G†b |k)〉 .

(A.29)

Here we have neglected all the color indices. Here we present the n-point correlators for the
two processes γ → qq̄ and g → gg with full color dependence. The process dependent color
factors d(2)

a , d(3)
abc and d

(4)
bc then be inferred from this.

In the case of γ → qq̄ the two-, three-, and four-point functions are given as

S(2)(t1, t0) = (p1|G0|p0)(p̄0|G†0|p̄1)

S(3)(t2, t1) = 1
Nc
〈tr[(k2|GF |k1)(p0 − k1|ḠF |q2)]〉(p̄0|G†0(t1, t2)|p̄2)]〉

S(4)(t∞, t2) = 1
Nc
〈tr[(k|GF |k2)(q2|ḠF |q)(q|G†F |p̄2 − k̄2)(k̄2|Ḡ†F |k)]〉 . (A.30)

Finally, for the g → gg process we have

S(2)(t1, t0) = 1
N2
c − 1〈tr[(p1|GA|p0)(p̄0|GA|p̄1)]〉

S(3)(t2, t1) = 1
Nc(N2

c − 1)f
ā2b2c2fa1b1c1〈(k2|Gb2b1A |k1)(q2|Gc2c1A |p1 − k1)(p̄1|G†a1ā2

A |p̄2)〉

S(4)(t∞, t2) = 1
Nc(N2

c − 1)f
ā2b2c2f ā2b̄2c̄2

× 〈(k|Gbb2A |k2)(q|Gcc2A |q2)(k̄2|G†b̄2bA |k)(p̄2 − k̄2|G†c̄2cA |q)〉 . (A.31)

Here we have neglected the momentum dependence on the left-hand side to make the color
structure more clear.

B Calculation of different processes

Here we will show how to derive the emission spectrum for two different physical processes.

B.1 Pair production

The pair production matrix element is

Mij
si,sj (k, q) =

∫ ∞
0

dt1
∫
p0p1k1q1

ei
k2

2zE t∞(k|Gii1F (t∞, t1)|k1)ei
q2

2(1−z)E t∞(q1|Ḡj1jF (t1, t∞)|q)

× (q1,k1|V i1j1
λsisj
|p1) 1

2E (p1|G0(t1, t0)|p0)M0λ(p0) . (B.1)

Here the photon propagator is simply the free propagator, given in (2.5). The vertex is
given by

(q1,k1|V i1j1
λsisj
|p1) = δi1j1(2π)2δ(p1 − k1 − q1)eΓλsisj (k1 − zp1) , (B.2)
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where
Γλsisj (Q) = δ−sjsi(zδλsi − (1− z)δλsj )

2i√
z(1− z)

Q · ελ . (B.3)

The cross section is, after summing over flavor
d2σ

dΩkdΩq
= nf

∑
〈|M(k, q)|2〉 . (B.4)

After squaring the amplitude the cross section is
d2σ

dΩkdΩq
= e2nf

(2E)2 Re
∫ ∞

0
dt2

∫ t2

0
dt1

∫
p0p1k1q2k2p̄0p̄2k̄2p̄1

〈M0λ(p0)M∗0λ̄(p̄0)〉

× Γλsisj (k1 − zp1)Γλ̄sisj (k̄2 − zp̄2)〈(p1|G0(t1, t0)|p0)(p̄0|G†0(t0, t1)|p̄1)〉

× 〈(k2|Gi2i1F (t2, t1)|k1)(p1 − k1|Ḡi1j2F (t1, t2)|q2)(p̄1|G†0(t1, t2)|p̄2)〉

× 〈(k|Gii2F (t∞, t2)|k2)(q2|Ḡj2jF (t∞, t2)|q)(q|G†jī2F (t2, t∞)|p̄2 − k̄2)(k̄2|Ḡ †̄i2iF (t2, t∞)|k)〉 .
(B.5)

This equation contains a lot of information and should be understood in the following way:
the two-point function between t0 and t1 describes the propagation of the initial photon.
Then the splitting happens in the amplitude at t1, and in the complex conjugate amplitude
at t2, which is described by the three-point function. Finally, the quark-antiquark system
broadens until the end of the medium and propagates until t∞.

The two-point function is simply

〈(p1|G0(t1, t0)|p0)(p̄0|G†0(t0, t1)|p̄1)〉 = (2π)4δ(p1 − p0)δ(p̄1 − p̄0)e−i
p2
0−p̄2

0
2E (t1−t0) . (B.6)

The three-point function is

〈(k2|Gi2i1F (t2, t1)|k1)(p0 − k1|Ḡi1j2F (t1, t2)|q2)(p̄0|G†0(t1, t2)|p̄2)〉

= δi2j2

Nc
〈tr[(k2|GF (t2, t1)|k1)(p0 − k1|ḠF (t1, t2)|q2)](p̄0|G†0(t1, t2)|p̄2)〉

= δi2j2(k2, q2; p̄2|S(3)(t2, t1)|k1,p0 − k1; p̄0)

= δi2j2(2π)2δ(p̄0 − p0)S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1) . (B.7)

Finally, the four-point function becomes

〈tr[(k|GF (t∞, t2)|k2)(q2|ḠF (t∞, t2)|q)(q|G†F (t2, t∞)|p̄2 − k̄2)(k̄2|Ḡ†F (t2, t∞)|k)]〉

= Nc(k, q;k, q|S(4)(t∞, t2)|k2, q2; k̄2, p̄2 − k̄2)

= Nc(2π)2δ(p̄2 − k2 − q2)S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) .
(B.8)

Plugging this into the cross section we get
d2σ

dΩkdΩq
= nfe

2

(2E)2NcRe
∫ ∞

0
dt2

∫ t2

0
dt1

∫
p0k1k2k̄2p̄2

〈M0λ(p0)M∗0λ̄(p0)〉

× Γλsisj (k1 − zp0)Γλ̄sisj (k̄2 − zp̄2)

× S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1)

× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) . (B.9)
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After using that the vertices combine as

Γλsisj (Q1)Γλ̄sisj (Q2) = δλλ̄(z2 + (1− z)2) 4
z(1− z)Q1 ·Q2 , (B.10)

we end up with

P2(k, q;p0) = e2

z(1− z)E2Pqγ(z)Re
∫ ∞

0
dt2

∫ t2

0
dt1

∫
k1k2k̄2p̄2

(k1 − zp0) · (k̄2 − zp̄2)

× S(3)(k2 − zp̄2,k1 − zp0,p0 − p̄2|t2, t1)

× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) , (B.11)

where we have introduced the Altarelli-Parisi splitting function

Pqγ(z) = nfNc[z2 + (1− z)2] . (B.12)

B.2 Gluon-gluon splitting

This is calculated in detail in [28], but we will repeat the most relevant parts here. The
matrix element is

Mbc
λb,λc

(k, q) =
∫ ∞

0
dt1

∫
p0p1k1q1

ε∗jλbe
i k2
2zE t∞(k|Gbb1(t∞, t1)|k1)

× ε∗lλce
i q2
2(1−z)E t∞(q|Gcc1(t∞, t1)|q1)(q1,k1|V ijl

a1b1c1
|p1) 1

2E (p1|Ga1a0(t1, t0)|p0)Mia0
0 (p0) ,

(B.13)

where all the propagators are gluon propagators. The vertex is given by

(q1,k1|V ijl
a1b1c1

|p1) = (2π)2δ(p1 − k1 − q1)gfa1b1c1Γijk(k1 − zp1) , (B.14)

and
Γijk(Q) = 2

(1
z
Qjδil + 1

1− zQ
lδij −Qiδjl

)
. (B.15)

The cross section is simply achieved by squaring the amplitude and averaging over the
initial and summing over the final quantum numbers

d2σ

dΩkdΩq
=
∑
〈|M(k, q)|2〉 . (B.16)

After squaring the amplitude and use polarization sums
∑
λ ε

i
λε
∗j
λ = δij this is

d2σ

dΩkdΩq
= g2

(2E)2 Re
∫ ∞

0
dt2

∫ t2

0
dt1

∫
p0p1k1q2k2p̄0p̄2k̄2p̄1

Γijk(k1 − zp1)Γījk(k̄2 − zp̄2)

× fa1b1c1f ā2b̄2c̄2Mia0
0 (p0)M∗̄iā0

0 (p̄0)(p1|Ga1a0(t1, t0)|p0)(p̄0|G†ā0ā1(t0, t1)|p̄1)
× (k2|Gb2b1(t2, t1)|k1)(q2|Gc2c1(t2, t1)|p1 − k1)(p̄1|G†ā1ā2(t1, t2)|p̄2)

× (k|Gbb2(t∞, t2)|k2)(q|Gcc2(t∞, t2)|q2)(k̄2|G†b̄2b(t2, t∞)|k)(p̄2 − k̄2|G†c̄2c(t2, t∞)|q) .
(B.17)
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We have divided into three regions by using the property

(k|Gbb1(t∞, t1)|k1) =
∫
k2

(k|Gbb2(t∞, t2)|k2)(k2|Gb2b1(t2, t1)|k1) . (B.18)

The cross section again looks quite complicated, but it can be divided into three distinct
physical processes.

The initial state can be simplified by using

Mia0
0 (p0)M∗̄iā0

0 (p̄0) = δa0ā0

N2
c − 1M

i
0(p0)M∗̄i0 (p̄0) . (B.19)

This makes it possible to simplify the 2-point function

δa0ā0(p1|Ga1a0(t1, t0)|p0)(p̄0|G†ā0ā1(t0, t1)|p̄1) = δa1ā1(p1; p̄1|S(2)(t1, t0)|p0; p̄0)
= δa1ā1(2π)2δ(p̄0 − p0)P(p1 − p0|t1, t0) .

(B.20)

With this, the 3-point function becomes

fa1b1c1(k2|Gb2b1(t2, t1)|k1)(q2|Gc2c1(t2, t1)|p1 − k1)(p̄1|G†a1ā2(t1, t2)|p̄2)

= f ā2b2c2(k2, q2; p̄2|S(3)(t2, t1)|k1,p1 − k1; p̄1)

= f ā2b2c2(2π)2δ(p̄1 − p1)S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1) . (B.21)

Finally, the 4-point function is

f ā2b2c2f ā2b̄2c̄2(k|Gbb2(t∞, t2)|k2)(q|Gcc2(t∞, t2)|q2)(k̄2|G†b̄2b(t2, t∞)|k)(p̄2−k̄2|G†c̄2c(t2, t∞)|q)

=Nc(N2
c −1)(k,q;k,q|S(4)(t∞, t2)|k2,q2; k̄2, p̄2−k̄2)

=Nc(N2
c −1)(2π)2δ(p̄2−k2−q2)S(4)((1−z)k−zq,k2−zp̄2, k̄2−zp̄2, p̄2−k−q|t∞, t2) .

(B.22)

After using these relations the cross section becomes

d2σ

dΩkdΩq
= g2

(2E)2NcRe
∫ ∞

0
dt2

∫ t2

0
dt1

∫
p0p1k1k2p̄2k̄2

Γijk(k1−zp1)Γījk(k̄2−zp̄2)

×Mi
0(p0)M∗̄i0 (p0)P(p1−p0|t1, t0)

×S(3)(k2−zp̄2,k1−zp1,p1−p̄2|t2, t1)

×S(4)((1−z)k−zq,k2−zp̄2, k̄2−zp̄2, p̄2−k−q|t∞, t2) . (B.23)

NcΓijk(Q1)Γījk(Q2) =
[ 1
z2 + 1

(1−z)2

]
Q1 ·Q2δ

īi+2Qi1Qī2

= 4
z(1−z)Pgg(z)δīiQ1 ·Q2 (B.24)

The last step is true if we only consider inclusive cross sections and average over azimuthal
angles.
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We can now combine the initial hard processes in dσ0
dΩp0

= |M0(p0)|2, and extract this
from the equation. Using this together with eqs. (3.3) we get the generalized splitting
function

P2(k, q;p0) = g2

z(1− z)E2Pgg(z)Re
∫ ∞

0
dt2

∫ t2

0
dt1

∫
p1k1k2p̄2k̄2

× (k1 − zp1) · (k̄2 − zp̄2)P(p1 − p0|t1, t0)

× S(3)(k2 − zp̄2,k1 − zp1,p1 − p̄2|t2, t1)

× S(4)((1− z)k − zq,k2 − zp̄2, k̄2 − zp̄2, p̄2 − k − q|t∞, t2) . (B.25)

Here we have introduced the Altarelli-Parisi splitting function

Pgg(z) = Nc
[1− z(1− z)]2

z(1− z) . (B.26)

C Deriving the Schrödinger equation

Here we show how to derive the Schrödinger equation (3.37) starting with the path inte-
gral (3.35). We will do this for a general system, which the specific system in question is
only a special case of. Let the path integral go from some initial state at (t0,u0, ū0) to
some final state at (t+ ε,uf , ūf ).

Qi(uf , ūf ,u0, ū0|t+ ε, t0) ≡
∫ uf

u0
Du

∫ ūf

ū0
Dū ei

ω
2

∫ t+ε
t0

ds (u̇2− ˙̄u2)Ci(u, ū|t+ ε) . (C.1)

In this equation Ci indicates some Wilson line correlator. In [70] it was shown that all
Wilson line correlators can be written as a system of differential equations.

d
dtCi(t) = MijCj(t) . (C.2)

Here Cj indicates some other color configuration of the same Wilson lines. Notice that this
implies that Ci(t+ ε) = Ci(t) + εMijCj(t) when ε→ 0. Start by discretizing the path integral
with N time intervals with length ε. Let the whole path integral go from t0 to t+ ε. Then
we separate the very last interval from the N − 1 preceding ones. Then we have

Qi(uf , ūf ,u0, ū0|t+ ε, t0)

= 1
AuAū

∫
duN−1

∫
dūN−1 exp

{
i
ω

2

∫ t+ε

t
ds(u̇2

N − ˙̄u2
N )
}

×
∫ uN−1

u0
Du

∫ ūN−1

ū0
Dū exp

{
i
ω

2

∫ t

t0
ds(u̇2 − ˙̄u2)

}
× (Ci(u, ū|t) + εMij(uN−1, ūN−1)Cj(u, ū|t))

= 1
AuAū

∫
duN−1

∫
dūN−1 exp

{
i
ω

2 ε
[(
uN − uN−1

ε

)2
−
(
ūN − ūN−1

ε

)2
]}

× (Qi(uN−1, ūN−1|t) + εMij(uN−1, ūN−1)Qj(uN−1, ūN−1|t)) . (C.3)
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We have used the more compact notation Qi(uN−1, ūN−1|t) = Qi(uN−1, ūN−1,u0, ū0|t, t0).
The normalization factors are

Au = −Aū = 2πiε
ω

(C.4)

Using that uN = uf we see that the integral over uN−1 is dominated by terms where
uf−uN−1 is small (same for ūN−1 and ūf ). We define new variables through uN−1 = uf+ξ
and ūN−1 = ūf + η so the integration becomes

Qi(uf , ūf ,u0, ū0|t+ ε, t0)

= 1
AuAū

∫
dξ
∫

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
Qi(uf + ξ, ūf + η|t)

+ ε

AuAū

∫
dξ
∫

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
Mij(uf + ξ, ūf + η)Qj(uf + ξ, ūf + η|t) .

(C.5)

Now we Taylor expand Qi and Mij in ξ and η in the following way

f(uf + ξ, ūf + η|t) =
[
1 + ξ · ∂u + η · ∂ū

+ 1
2

(
ξ2

1
∂2

∂u2
1

+ ξ2
2
∂2

∂u2
2

+ η2
1
∂2

∂v2
1

+ η2
2
∂2

∂v2
2

)]
f(uf , ūf |t) . (C.6)

After using the normalization factors (C.4) the Gaussian integrals become

1
AuAū

∫
dξ
∫

dη exp
{
i
ω

2ε
(
ξ2 − η2

)}
= 1

1
AuAū

∫
dξ
∫

dη (ξ · ∂u + η · ∂ū) exp
{
i
ω

2ε
(
ξ2 − η2

)}
= 0

1
AuAū

∫
dξ
∫

dη
(
ξ2

1
∂2

∂u2
1

+ ξ2
2
∂2

∂u2
2

+ η2
1
∂2

∂v2
1

+ η2
2
∂2

∂v2
2

)
exp

{
i
ω

2ε
(
ξ2 − η2

)}
= iε

ω

(
∂2
u − ∂2

ū

)
. (C.7)

Going back to (C.5) one can see that after expanding all the terms linear in ξ and η are
zero. The second term in (C.5) already goes as ε, so the integrals quadratic in ξ and η give
something going as ε2, and can be discarded. In the end we get

Qi(u, ū,u0, ū0|t, t0) + ε
∂

∂t
Qi(u, ū,u0, ū0|t, t0)

=
[
1 + iε

2ω
(
∂2
u − ∂2

ū

)]
Qi(u, ū,u0, ū0|t, t0) + εMijQj(u, ū,u0, ū0|t, t0) . (C.8)

Gathering all the terms linear in ε we get the Schrödinger equation[
i
∂

∂t
+ ∂2

u − ∂2
ū

2ω

]
Qi(u, ū,u0, ū0|t, t0)− iMij(u, ū)Qj(u, ū,u0, ū0|t, t0)

= iQi(u, ū,u0, ū0|t0, t0) . (C.9)
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Notice that there is a minus sign in front of ∂2
ū. This is something that would only normally

appear if the mass is negative. The initial condition is a delta function at the starting point
in the transverse plane

iQi(u, ū,u0, ū0|t0, t0) = iδ(t− t0)δ2(u− u0)δ2(ū− ū0) . (C.10)

D The eikonal limit

If the energy of both of the daughter partons is big one can use the eikonal approximation.
The eikonal approximation assumes that the partons travel on straight lines through the
medium, and neglects the effects of momentum broadening. The medium propagator
eq. (2.1) then reduces to the eikonal propagator eq. (2.6). The splitting process simplifies
greatly in the eikonal approximation. Starting with eq. (3.1) all of the momentum integrals
can be done, and you end up with

P2(k, q;p0) = g2

z(1− z)E2Pba(z)(2π)2δ2(p0 − q − k)Re
∫ ∞

0
dt1

∫ ∞
t1

dt2

× ((1− z)k − zq)2e−i
1

2ω (zq−(1−z)k)2(t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.1)

The objects C(3) and C(4) represent Wilson line correlators, given in eq. (3.20).
After defining p = zq− (1− z)k and P = q+k, and integrating out P we end up with

the eikonal analogue of eq. (3.14)

(2π)2 dI
dzd2p

= αsp
2

ω2 Pba(z)Re
∫ ∞

0
dt1

∫ ∞
t1

dt2

× e−i
p2
2ω (t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.2)

This is perhaps more conveniently written in terms of the angle θ between the two
daughter partons, using the relation p2 ' (θω)2. This is accurate for small angles θ � 1.
Then the emission spectrum is

dI
dzdθ = 2πθω2 dI

dzd2p

= αs
2πω

2θ3Pba(z)Re
∫ ∞

0
dt1

∫ ∞
t1

dt2 e−i
ωθ2

2 (t2−t1)C(4)(t∞, t2)C(3)(t2, t1) . (D.3)

This spectrum was calculated for three different processes in [70]. In this paper we will
write the spectra in terms of the transverse momentum p.

Again, we can divide it into the out-out (vacuum), in-out, and in-in contributions. For
the vacuum contribution we have C(4) = C(3) = 1, and we get the same as in the non-eikonal
case

(2π)2 dIout-out

dzd2p
= 2αs
p2 Pba(z) . (D.4)
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For the out-out spectrum we have C(4) = 1, and we get

(2π)2 dI in-out

dzd2p
= αsp

2

ω2 Pba(z)Re
∫ L

0
dt1

∫ L

t1
dt2

× e−i
p2
2ω (t2−t1)C(3)(L, t1) . (D.5)

Lastly, the in-in spectrum is

(2π)2 dI in-in

dzd2p
= αsp

2

ω2 Pba(z)Re
∫ L

0
dt1

∫ L

t1
dt2

× e−i
p2
2ω (t2−t1)C(4)(L, t2)C(3)(t2, t1) . (D.6)

Let us consider the γ → qq̄ process and use the harmonic approximation. The partons
travel on straight lines, so u2(t) = (t − t1)2θ2 and ū2(t) = (t − t2)2θ2. The three-point
function is

C(3)(t2, t1) = e−
1
12
q̂p2

ω2 (t2−t1)3
. (D.7)

Hence, the in-out contribution is given by

(2π)2 dI in-out

dzd2p
= − 2αs

z(1− z)EPba(z)Re i
∫ L

0
dτ e−i

p2
2ω τe−

1
12
q̂p2

ω2 τ
3
. (D.8)

The four-point function is not trivial to calculate in the eikonal approximation either.
However, it can now be calculated through an ordinary differential equation, instead of a
more complicated Schrödinger equation

d
dtC

(4)
i (t, t2) = Mij(t)Cj(t) . (D.9)

The matrix in eq. (4.21) now has a simple time dependence

M(t) = − q̂θ2

4CF

[
CF [(t− t1)2 + (t− t2)2] + 1

Nc
(t− t1)(t− t2) − 1

Nc
(t− t1)(t− t2)

Ncz(1− z)(t2 − t1)2 [CF −Ncz(1− z)](t2 − t1)2

]
.

(D.10)
This can be solved numerically.

In the large-Nc approximation the above matrix simplifies

M(t) = − q̂θ
2

4

[
(t− t1)2 + (t− t2)2 0
2z(1− z)(t2 − t1)2 [1− 2z(1− z)](t2 − t1)2

]
. (D.11)

The zero in the upper right entry means that C(4)
1 can be solved analytically

C(4)
1 (L, t2) = e−

1
12
q̂p2

ω2 [(L−t2)3+(L−t1)3−(t2−t1)3] . (D.12)

The physical solution that we need in the emission spectrum is C(4)
2 . This can be solved

using the solution of C(4)
1 through

C(4)
2 (L, t2) = C(4)

2,fac(L, t2)− 1
2
q̂p2

ω2 z(1− z)(t2 − t1)2
∫ L

t2
ds C(4)

2,fac(L, s)C
(4)
1 (s, t2) , (D.13)
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where the factorizable solution is

C(4)
2,fac(L, s) = e−

1
4
q̂p2

ω2 [1−2z(1−z)](L−s)(t2−t1)2
, (D.14)

and the second term constitutes the non-factorizable solution.
The factorizable contribution to the in-in spectrum is

(2π)2 dI in-in
fac

dzd2p
= 4αs
q̂[1− 2z(1− z)]Pba(z)

× Re
∫ L

0
dτ 1

τ2 e−i
p2
2ω τe−

1
12
q̂p2

ω2 τ
3
(

1− e−
1
4
q̂p2

ω2 [1−2z(1−z)](L−τ)τ2
)
. (D.15)

Similarly, the non-factorizable contribution is given by the slightly more complicated
expression

(2π)2 dI in-in
non-fac

dzd2p
=−2αsθ2z(1−z)

[1−2z(1−z)]Pba(z)

×Re
∫ L

0
dτ
∫ L

τ
dσ e−i

p2
2ω τe−

1
12
q̂p2

ω2 [(σ−τ)3+σ3]
(

1−e−
1
4
q̂p2

ω2 [1−2z(1−z)](L−σ)τ2
)
.

(D.16)
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Attribution License (CC-BY 4.0), which permits any use, distribution and reproduction in
any medium, provided the original author(s) and source are credited.
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