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## 1 Introduction

Scattering amplitudes describe the quantum mechanical evolution between "in" and "out" states of asymptotically non-interacting particles. Amplitudes are closely related to measurable quantities, such as differential cross-sections measured at colliders that can be computed by squaring amplitudes, so much so that amplitudes are often themselves called "observable."

The aim of this paper is to explore more general amplitude-like quantities that describe measurements done in the asymptotic past and future.

The distinction between amplitudes and cross-sections is in fact not entirely sharp, as made explicit by the optical theorem. To be concrete, the total cross-section for proton-proton scattering through the strong interaction for example is given by the imaginary part of the proton-proton elastic $(2 \rightarrow 2)$ amplitude in the forward limit:

$$
\begin{equation*}
\sigma_{p p}^{\mathrm{tot}}(s)=\frac{1}{\sqrt{s\left(s-4 m_{p}^{2}\right)}} \operatorname{Im} \mathcal{M}_{p p \rightarrow p p}(s, t=0) \tag{1.1}
\end{equation*}
$$

On the other hand, the total cross-section could be computed by summing the squared amplitudes for two protons to evolve into any possible final states $X$ :

$$
\begin{equation*}
\sigma_{p p}^{\mathrm{tot}}(s) \propto \sum_{X} \mathcal{M}_{p p \rightarrow X} \mathcal{M}_{X \rightarrow p p}^{\dagger} \tag{1.2}
\end{equation*}
$$

This relation suggests that many physical observables thought of as quadratic in amplitudes can also be viewed as linear in some kind of generalized amplitudes. Indeed, such a device is often used in perturbative cross-section calculations in a number of quantum field theory or particle physics textbooks, wherein one draws "doubled" diagrams that combine the amplitudes and complex-conjugate amplitudes on the two sides of a cut.

Another interesting class of asymptotic observables includes (momentum-space) radiation waveforms. Waveforms answer questions of the following general type: what is the expectation value of some field, like the electromagnetic field, after the collision of two particles? According to the Kosower-Maybee-O'Connell (KMOC) formalism [1], they can be expressed in terms of creation-annihilation operators as [2]:

$$
\begin{equation*}
\text { in }\left\langle 1^{\prime} 2^{\prime}\right| a_{3}^{\text {out }}|12\rangle_{\text {in }}=\langle 0| a_{1^{\prime}}^{\text {in }} a_{2^{\prime}}^{\text {in }} a_{3}^{\text {out }} a_{1}^{\dagger \text { in }} a_{2}^{\dagger \text { in }}|0\rangle \tag{1.3}
\end{equation*}
$$

where $a_{3}$ absorbs a photon with some on-shell momentum $p_{3}$. Physically, the photon is on-shell because one is interested in the radiation field far in the future of the collision. The observable (1.3) differs from a conventional scattering amplitude only in that the bra and ket are both "in" states prepared in the past (and eventually to be integrated against a known initial wavefunction and its complex conjugate, omitted here). It makes physical sense that the collided particles do not appear in any "out" operator since the question does not specify what happens to them after the collision, nor even if they survive it. The evaluation of (1.3), as reviewed below, features the familiar $2 \rightarrow 3$ amplitudes as well as additional "cut" terms.

In some simple situations, such as classical or non-relativistic collisions of charged particles, tree-level waveforms reproduce familiar results from classical field theory such as the far-field limit of retarded (Liénard-Wiechert) potentials and its corresponding radiated power [2]. In a gravitational context, (1.3) is very interesting due to its relation to the gravitational waveform as measured in a classical detector such as LIGO [3-5]. We stress that waveforms are linear in the observed field: they are examples of physical observables that are fundamentally not quadratic in amplitudes.

The main idea of this paper is that (1.2) and (1.3) are simply two examples of non timeordered scattering amplitudes. Thinking of in and out $a$ and $a^{\dagger}$ operators as measurements


Figure 1. Asymptotic observables can be connected through new version of crossing symmetry, made precise by analytic continuation. Left: well-established relation between the exclusive amplitude $\mathcal{M}_{12 \rightarrow 34}$ and its crossed process $\mathcal{M}_{1 \overline{3} \rightarrow \overline{2} 4}^{\dagger}$. Right: what is the result of the analytic continuation of $\mathcal{M}_{12 \rightarrow 345}$ ?
done in the asymptotic past and future, we would like to understand all possible ways to order and combine them. What other options are possible, what do they mean physically, and how to compute them? For example, what generalization of the LSZ reduction formula relates out-of-time-order correlation functions to out-of-time-order amplitudes? How can the techniques used to compute time-ordered amplitudes be adapted to these new objects?

In the context of conformal field theory and the AdS/CFT correspondence, out-of-timeordered correlators (OTOCs) have found a number of applications. For example, four-point OTOCs providing a diagnosis of chaos $[6,7]$. Four-point correlators with a distinct ordering (also not time-ordered) can also describe "radar-like" experiments, wherein one launches a test particle and bounces photons off it to track its trajectory, which can be used to probe the local geometry of the bulk spacetime [8]. We anticipate that out-of-time-order scattering amplitudes could be physically interesting in a similar way.

Another motivation to study arbitrary-ordered amplitudes is to better understand microcausality at the level of the $S$-matrix. This is the statement that operators spacelike-commute:

$$
\begin{equation*}
\left[A^{\dagger}(x), A(y)\right]=0 \quad \text { for } x-y \text { spacelike } \tag{1.4}
\end{equation*}
$$

At a most basic level, the asymptotic limit of this relation ought to connect amplitudes with different operator orderings. Concretely, just like consistency of (1.4) in the vacuum is known to imply that for each particle there exists an antiparticle with the opposite quantum numbers, (1.4) should imply crossing relations for scattering amplitudes. For $2 \rightarrow 2$ scattering, this is the well-known analytic continuation in the upper-half $s$-plane that relates the amplitude for the process $12 \rightarrow 34$ to the complex conjugate of the amplitude for $1 \overline{3} \rightarrow \overline{2} 4$ [9], as depicted in figure 1. The anti-time-ordered amplitude $\mathcal{M}^{\dagger}$ appears because the continuation lands on the "wrong" side of the cut. In a forthcoming paper, we will propose that a certain analytic continuation of the five-point conjugated scattering amplitude $\mathcal{M}_{12 \rightarrow 345}^{\dagger}$ yields precisely the inclusive expectation value (1.3) [10], see figure 1. A satisfactory account of the analyticity properties of amplitudes seems to require us to consider non-standard orderings.

We would like to stress that the generalized amplitudes we will consider, and their calculation using various alternative $i \varepsilon$ prescriptions, do not constitute in any way a modification of the theory. This idea is conceptually similar to the use of reverse unitarity to relate the phase-space integrals in inclusive cross sections to ordinary Feynman integrals on different contours [11]. All our asymptotic observables will be ultimately equivalent to products of the standard $S$ and $S^{\dagger}$ matrix elements summed over unobserved intermediate states. We find it natural to look for more intrinsic ways to define and calculate them.

Outline. This paper is organized as follows. In section 2, we introduce the algebra of asymptotic creation and annihilation operators and use it to give an account of various asymptotic observables that can be constructed out of them. A blob notation is described in section 3 , where the importance of disconnected terms is emphasized. In section 4, we generalize the LSZ reduction formulae to out-of-time-ordered observables and explain their relation to Schwinger-Keldysh contours. This technology is put to practical use in section 5, where we compute all master integrals needed for the one-loop computation of gravitational waveforms (with details of the differential equation relegated to appendix A), emphasizing in particular which terms survive in the classical limit. Finally, we conclude with a list of open questions in section 6 .

## 2 Asymptotic measurements

In this section, we review the rules of the game in S-matrix theory in a flat spacetime: axioms that abstract the properties of measurements made from asymptotically large distances. We will find that scattering amplitudes are just one out of many interesting physical observables. Our setup can be applied to any theory in which an S-matrix can be computed, e.g., pion scattering in four dimensions, perturbative QCD in dimensional regularization or $\mathcal{N}=4$ super Yang-Mills.

### 2.1 S-matrix theory and foundational axioms

The basic assumption is that any finite energy excitation decays at late time to a finite set of stable particles, which separate from each other and effectively become free. We assume the following set of axioms:
(i) The algebra of asymptotic measurements in the far past is generated by creation and annihilation operators of stable particles. They satisfy the canonical relation

$$
\begin{equation*}
\left[a_{1}, a_{2}^{\dagger}\right]=\delta_{1,2} 2 p_{1}^{0}(2 \pi)^{\mathrm{D}-1} \delta^{\mathrm{D}-1}\left(\vec{p}_{1}-\vec{p}_{2}\right) \tag{2.1}
\end{equation*}
$$

where $p_{i}^{0}$ is the (positive) energy of the $i^{\text {th }}$ particle and $\delta_{i, j}$ is a Kronecker delta on flavor and spin indices. ${ }^{1}$
(i') There is an equivalent algebra of "out" measurements in the far future, which we denote with $b$ and $b^{\dagger}$ 's.
(ii) These operators act on equivalent Hilbert spaces and are related by a unitary evolution operator $S$ :

$$
\begin{equation*}
b_{i}=S^{\dagger} a_{i} S, \quad b_{i}^{\dagger}=S^{\dagger} a_{i}^{\dagger} S \tag{2.2}
\end{equation*}
$$

(iii) There exists a time-invariant vacuum which does not contain particles. That is,

$$
\begin{equation*}
a_{i}|0\rangle=b_{i}|0\rangle=0, \quad S|0\rangle=|0\rangle \tag{2.3}
\end{equation*}
$$

[^0](iv) One-particle states evolve trivially. In other words, they are stable
\[

$$
\begin{equation*}
b_{i}^{\dagger}|0\rangle=S^{\dagger} a_{i}^{\dagger}|0\rangle=a_{i}^{\dagger}|0\rangle . \tag{2.4}
\end{equation*}
$$

\]

In particular, this implies $S a_{i}^{\dagger}|0\rangle=a_{i}^{\dagger}|0\rangle$ thanks to the unitarity condition $S^{\dagger} S=\mathbb{1}$.
We emphasize that it would be hard to picture a flat spacetime scattering theory that does not include some version of these principles. Throughout this paper, we will additionally assume Poincaré invariance. We also stress that all the above assertions apply for real momenta $p_{i}$. Typically, one would like to supplement them with analyticity properties at complex $p_{i}$, which requires some notion of causality. We will study this in detail in [10].

While our considerations could conceivably be generalized in various ways that are excluded by the above axioms, for example to deal with long-range topological order ${ }^{2}$ or nontrivial infrared dynamics, we will focus in this paper on the basic historical setup where the infrared dynamics is trivial.

Translated to textbook conventions, the above creation and annihilation operators correspond to

$$
\begin{equation*}
a_{i} \equiv a_{i}^{\text {in }} \quad \text { and } \quad b_{i} \equiv a_{i}^{\text {out }} . \tag{2.5}
\end{equation*}
$$

Following common nomenclature, we call "in" and "out" states those prepared using exclusively operations in the past or future, namely

$$
\begin{equation*}
|m \cdots 1\rangle_{\text {in }} \equiv a_{m}^{\dagger} \cdots a_{1}^{\dagger}|0\rangle \quad \text { and } \quad|m \cdots 1\rangle_{\text {out }} \equiv b_{m}^{\dagger} \cdots b_{1}^{\dagger}|0\rangle . \tag{2.6}
\end{equation*}
$$

The overlap between "in" and "out" states is given by matrix elements of $S$. That is,

$$
\begin{align*}
{ }_{\text {out }}\langle m+n \cdots m+1 \mid m \cdots 1\rangle_{\text {in }} & =\langle 0| b_{m+n} \cdots b_{m+1} a_{m}^{\dagger} \cdots a_{1}^{\dagger}|0\rangle \\
& =\langle 0| a_{m+n} \cdots a_{m+1} S a_{m}^{\dagger} \cdots a_{1}^{\dagger}|0\rangle  \tag{2.7}\\
& \equiv\langle m+n \cdots m+1| S|m \cdots 1\rangle,
\end{align*}
$$

where we have used both rules (2.2) and (2.3). In equations like the last line, a state $|\ldots\rangle$ without a subscript is conventionally taken to be an "in" state by default.

### 2.2 A compendium of observables

Let us now consider an arbitrary measurement involving asymptotic operators in the past and/or future. The $m \rightarrow n$ amplitude in (2.7) is one natural instance. We are keen to ask: are there other options?

Four particles. Let us first answer this question in the case of four particles, where we can consider an arbitrary product of four $a, a^{\dagger}, b$, or $b^{\dagger}$ 's. A priori, there are $4^{4}=256$ options for such products. However, many trivially vanish due to (2.3) and its Hermitian conjugate. Many others are trivially reducible by virtue of

$$
\begin{equation*}
a_{2} a_{1}^{\dagger}|0\rangle=\left[a_{2}, a_{1}^{\dagger}\right]|0\rangle \propto|0\rangle \quad \text { and } \quad b_{2} a_{1}^{\dagger}|0\rangle=\left[b_{2}, b_{1}^{\dagger}\right]|0\rangle \propto|0\rangle, \tag{2.8}
\end{equation*}
$$

[^1]where in the second case we used the stability relation $b_{i}^{\dagger}|0\rangle=a_{i}^{\dagger}|0\rangle$. Since these commutators are $c$-numbers (see (2.1)), there is no new information to be learned from correlators that contain them. Similar comments apply to $a b^{\dagger}$ and $b b^{\dagger}$ products acting on the vacuum. Thus, in any nontrivial correlator, we can assume that the rightmost two operators are creation operators. Furthermore, using again the stability condition, we have
\[

$$
\begin{equation*}
a_{1}^{\dagger} b_{2}^{\dagger}|0\rangle=a_{2}^{\dagger} b_{1}^{\dagger}|0\rangle=a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle, \quad b_{1}^{\dagger} a_{2}^{\dagger}|0\rangle=b_{2}^{\dagger} a_{1}^{\dagger}|0\rangle=b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle, \tag{2.9}
\end{equation*}
$$

\]

such that we can assume that both are of the same type. That is,

$$
\begin{equation*}
a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle \quad \text { and } \quad b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle \text { are the only non-trivial two-particle states. } \tag{2.10}
\end{equation*}
$$

Applying the same logic to the two leftmost operators, we conclude that any vacuum expectation value of four asymptotic operators takes one of the following four forms

$$
\begin{align*}
\langle 0| b_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle & =\langle 43| S|21\rangle, \quad\langle 0| a_{4} a_{3} b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle=\langle 43| S^{\dagger}|21\rangle,  \tag{2.11a}\\
\langle 0| a_{4} a_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle & =\langle 43| \mathbb{1}|21\rangle=\langle 0| b_{4} b_{3} b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle . \tag{2.11b}
\end{align*}
$$

The cases in the bottom line give disconnected products of two-point functions. Focusing on connected terms, this analysis confirms that there are really just two quantities one can measure with four particles: the amplitude and its complex conjugate.

Five particles. The story becomes more interesting with five asymptotic measurements. Accounting for (2.10) on both the leftmost and rightmost pairs, and discarding anything reducible via commutators, we find the following options

$$
\begin{equation*}
\langle 0| b_{5} b_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle, \quad\langle 0| a_{5} a_{4} a_{3} b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle, \quad\langle 0| a_{5} a_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle, \quad\langle 0| b_{5} b_{4} a_{3} b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle \tag{2.12}
\end{equation*}
$$

together with their Hermitian conjugates. It will be convenient to refer to them with shorthands:

$$
\begin{equation*}
S_{543 \leftarrow 21}, \quad S_{543 \leftarrow 21}^{\dagger}, \quad \operatorname{Exp}_{3} \equiv{ }_{\text {in }}\langle 54| b_{3}|21\rangle_{\text {in }}, \quad{ }_{\text {out }}\langle 54| a_{3}|21\rangle_{\text {out }} \tag{2.13}
\end{equation*}
$$

The last two are new objects: inclusive amplitudes or expectation values. We have labeled the S-matrix consistently with the operator ordering. Using (2.3) to eliminate $b$ 's we can relate them to conventional amplitudes. For example,

$$
\begin{equation*}
\operatorname{Exp}_{3}=\langle 0| a_{5} a_{4} S^{\dagger} a_{3} S a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle={\underset{X}{X}}\langle 54| S^{\dagger}|X\rangle\langle X 3| S|21\rangle, \tag{2.14}
\end{equation*}
$$

which is shown on the third panel of figure 2. We call those "inclusive" because of the infinite sum over unobserved final states $X$ : all details of the final state are marginalized over, except for what is measured by $b_{3}$.

A natural physical instance of (2.14) occurs when $b_{3}$ absorbs a quantum of a classical field, as mentioned in the introduction. For example, one could collide electrically charged particles and measure with $b_{3}$ the expectation value of the electromagnetic field at future (null) infinity after the collision. In this context one would typically integrate the state $|12\rangle_{\text {in }}$ against some
$\langle 0| b_{5} b_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle$
$\langle 0| a_{5} a_{4} a_{3} b_{2}^{\dagger} b_{1}^{\dagger}|0\rangle$


Figure 2. Example asymptotic measurements with five particles, corresponding to the first three terms in (2.12). Placement of the external legs follows the bra-ket notation, which does not necessarily coincide with the flow of time (indicated with arrows). The third figure derives from inserting a complete basis of intermediate states as in (2.14).
wavefunction, and integrate ${ }_{\text {in }}\langle 45|$ against the complex conjugate of the same wavefunction. Note that they are both "in" states because we are computing an expectation value $\operatorname{Exp}_{3}$ in a definite state prepared before the collision. Thus this measures the electromagnetic field after the collision irrespective of other properties of the outcome. Similarly, if $b_{3}$ is a graviton operator, this yields the gravitational waveform as measured by a classical detector such as LIGO [1, 2], which will serve as a concrete example below in section 5 . This physical interpretation justifies our notation choice, $\operatorname{Exp}_{3}$, in (2.13).

Note that in this paper we adopt the (unusual!) convention where time flows from right to left. This is to streamline the passage from bra-ket formulas to pictures. Pictures as in figure 2 can always derived simply by eliminating all $b^{\prime}$ s using the identity $b_{i}=S^{\dagger} a_{i} S$, then inserting complete bases of states between $S$ factors, similarly to (2.14). Their relations to connected matrix elements $\mathcal{M}$ are discussed in section 3 .

It is worth noting that (2.14) does not measure the number of radiated photons/gravitons, nor the radiated power: these would be quadratic in the field. Rather, it is linear in the field and is a complex number with a physically meaningful phase. Notably, through the Fourier transform, the frequency dependence of the phase determines the waveform shape in the time domain (see [2]). In contrast, the radiated energy $\propto b_{3}^{\dagger} b_{3}$ in a two-body collision would be an example of a 6 -point (generalized) amplitude.

Six particles. Let us now describe possible asymptotic measurements involving six on-shell momenta, besides the familiar $2 \rightarrow 4$ and $3 \rightarrow 3$ exclusive amplitudes. One is an inclusive measurement of the sort just mentioned, namely

$$
\begin{equation*}
\langle 0| a_{6} a_{5} b_{4}^{\dagger} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle=\sum_{X}\langle 65| S^{\dagger}|4 X\rangle\langle X 3| S|21\rangle . \tag{2.15}
\end{equation*}
$$

In the multiple forward limit $(6,5,4 \rightarrow 1,2,3)$, this reduces to the expectation value of the number of particles of type 3 produced in a collision. In other words, to the inclusive differential cross-section for the process $12 \rightarrow 3 X$ where $X$ stands for an arbitrary set of unobserved particles:

$$
\begin{equation*}
\frac{\mathrm{d} \sigma}{\mathrm{~d} p_{3}} \propto \underbrace{}_{X}\left|\mathcal{M}_{12 \rightarrow 3 X}\right|^{2} \tag{2.16}
\end{equation*}
$$



Figure 3. The inclusive observable (2.15) probing Hawking radiation from a black hole produced by a two-body collision. For supermassive black holes (like M87 above [19]), in addition to the (very cold) Hawking radiation, the inclusive spectrum defined by this observable contains extra radiation from, e.g., an accretion disk.

Simple instances include the fully inclusive distribution of $Z$ bosons created at LEP or of Higgs bosons created at LHC (see [15-18] for recent examples, some of which use the method of reverse unitarity mentioned above).

In a gravitational context, one could also imagine that particles 1 and 2 collide and form a black hole, and $b_{4}^{\dagger} b_{3}$ measures the inclusive spectrum of Hawking radiation (see figure 3). Note that non-forward measurements with $p_{4} \neq p_{3}$ additionally retain information about the arrival time of this radiation, so the 6 -point "amplitude" (2.15) includes knowledge of the late-time radiation spectrum. Yet another application of (2.15) to momentum impulse computations will be discussed in section 4.5 .

Another 6-point observable is a one-point function between two- and three-particle states

$$
\begin{equation*}
\langle 0| a_{6} a_{5} b_{4} a_{3}^{\dagger} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle={ }_{\text {in }}\langle 65| b_{4}|321\rangle_{\text {in }} . \tag{2.17}
\end{equation*}
$$

This can be interpreted in different ways. For example, it could capture an interference term for the one-point function of $b_{4}$ similar to (2.14), but between two and three-particle initial states. Perhaps most concretely, this could capture coherence effects between the one- and two-parton wavefunctions in double-parton scattering (see for example [20]).

Alternatively, (2.17) could describe a "radar"-type experiment: in the background of a $X \leftarrow 12$ scattering event, we use $a_{3}^{\dagger}$ to send in a pulse of light, whose reflection is recorded at a later point with $b_{4}$. If 1 and 6 create and absorb a macroscopic object like a black hole, and 2 and 5 create and absorb a test particle moving in its background, this could very accurately measure the black hole's metric as discussed recently in [8]. This is somewhat similar to probing the Solar System's metric by tracking the time it takes for light to travel to a spacecraft and back.

All observables so far involve at most two factors of $S$ and $S^{\dagger}$. Starting from 6-points, new options arise that are more radically out-of-time-order. An example is

$$
\begin{equation*}
\text { in }\langle 6| b_{5} a_{4} b_{3}^{\dagger} a_{2}^{\dagger}|1\rangle_{\text {in }}=\langle 0| b_{6} b_{5} a_{4} b_{3}^{\dagger} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle=\langle 0| a_{6} a_{5} S a_{4} S^{\dagger} a_{3}^{\dagger} S a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle, \tag{2.18}
\end{equation*}
$$

where we used the stability condition in the first equality. In the leftmost expression, we think of 1 and 6 as providing a background state and interpret this amplitude as a four-point
$\langle 0| b_{6} b_{5} b_{4} a_{3}^{\dagger} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle$
$\langle 0| a_{6} a_{5} b_{4}^{\dagger} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle$
$\langle 0| b_{6} b_{5} a_{4} b_{3}^{\dagger} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle$




Figure 4. Example measurements with six particles: exclusive $3 \leftarrow 3$ scattering amplitude; inclusive two-point function in a collision (2.15); out-of-time-order correlator (2.18).
out-of-time-order correlator in this background. Fourier transforming to the time domain and applying a large time translation to $b_{3}^{\dagger}$ and $b_{5}$, this can measure a Lyapunov exponent characterizing the chaotic growth of small perturbations [6, 7]. As discussed in [8], such correlators using a sufficiently large energy can also provide particularly detailed probes of the spacetime geometry of the background state.

Summary. Amplitudes with the same momenta but different operator orderings answer very different yet natural physical questions. The distinctions are perhaps most evident when macroscopic objects which carry a large entropy $\mathcal{S}$, such as black holes, appear as intermediate states. Exclusive amplitudes with a finite number of external particles are then likely to be exponentially small $\sim \mathrm{e}^{-\mathcal{S} / 2}$ by general statistical considerations. On the other hand, inclusive amplitudes like (2.15) - which captures, among other information, the spectrum of Hawking radiation - are generally not exponentially small. Eventually, we would like to understand all the possible relations between inclusive and exclusive amplitudes.

### 2.3 Enumerating asymptotic measurements

It will be useful to systematically enumerate the different measurements involving $n$ asymptotic operators, and to introduce a uniform notation for them.

To address this question systematically, let us first fix a given ordering of the operators $a, a^{\dagger}, b$ and $b^{\dagger}$, thus yielding $4^{n}$ options for potential asymptotic measurements. We will assume in this discussion that the momenta in each $a^{\dagger}$ is different from those in $a^{\prime}$ 's, and that the momenta in each $b^{\dagger}$ is different from those in $b^{\prime}$ s, such that we can ignore $c$-number commutators like (2.1).

The first step is to eliminate all $b$ and $b^{\dagger}$ 's in favor of $a$ and $a^{\dagger}$ 's via (2.2), so as to get a string of just $a, a^{\dagger}, S$ and $S^{\dagger}$ 's. As before, we also use properties of the vacuum (2.3) and stability (2.4) to eliminate $S$ or $S^{\dagger}$ 's acting on the vacuum or on one-particle states. Finally, commutators allow us to move all $a$ 's to the right of $a^{\dagger}$ 's. As a result, all measurements can be brought into the form:

together with Hermitian conjugate cases where the rightmost operator is an $S^{\dagger}$. The particle labels are suppressed for clarity and the numbers $k_{i}$ denote the length of the chains of $a$ 's and $a^{\dagger}$ 's with $\sum_{i=1}^{2 s} k_{i}=n$. The total of $n$ operators $a$ and $a^{\dagger}$ are separated by $s$ operators $S$ and $S^{\dagger}$, which appear alternatively. As a shorthand, we will denote (2.19) as

$$
\begin{equation*}
S_{k_{2 s} \leftarrow k_{2 s-1}|\cdots| k_{4} \leftarrow k_{3} \mid k_{2} \leftarrow k_{1}}, \tag{2.20}
\end{equation*}
$$

when $k_{1}$ is nonempty. Between every pair of $S$ and $S^{\dagger}$, there has to be at least one operator, and the endpoints have to have at least two each. In other words,

$$
\begin{equation*}
k_{1}, k_{2 s} \geqslant 2, \quad k_{2 i}+k_{2 i+1} \geqslant 1 \quad \text { for } \quad i=1,2, \ldots, s-1 \tag{2.21}
\end{equation*}
$$

The possible range is thus $s \in\{1,2, \ldots, n-3\}$. The special cases with $s=1$ are the connected scattering amplitudes

$$
\begin{equation*}
\langle 0| \underbrace{a \cdots a}_{k_{2}} S \underbrace{a^{\dagger} \cdots a^{\dagger}}_{k_{1}}|0\rangle=S_{k_{2} \leftarrow k_{1}} . \tag{2.22}
\end{equation*}
$$

Those with $s=2$ are the inclusive measurements

$$
\begin{equation*}
\langle 0| \underbrace{a \cdots a}_{k_{4}} S \underbrace{a^{\dagger} \cdots a^{\dagger}}_{k_{3}} \underbrace{a \cdots a}_{k_{2}} S^{\dagger} \underbrace{a^{\dagger} \cdots a^{\dagger}}_{k_{1}}|0\rangle=\sum_{X} S_{k_{4} \leftarrow X, k_{3}}^{\dagger} S_{X, k_{2} \leftarrow k_{1}} \tag{2.23}
\end{equation*}
$$

where we inserted a complete basis of states between $k_{2}$ and $k_{3}$, and so on.
Finally, to account for cases where the rightmost evolution operator is $S^{\dagger}$ instead of $S$ (formally corresponding to $k_{1}$ and $k_{2}$ both empty), we will use the notation $S_{k_{2 s} \leftarrow k_{2 s-1}|\cdots| k_{4} \leftarrow k_{3} \mid k_{2} \leftarrow k_{1}}^{\dagger}$ to denote the process of (2.19) where every $S \leftrightarrow S^{\dagger}$. Throughout this paper, the operator ${ }^{\dagger}$ will indicate the use of anti-time-ordered amplitude (closely related, but not identical, to complex conjugation), see section 3.1 for more details.

Let's now ask how many distinct types of measurements $T_{n}$ one can make at a given multiplicity. Again, we omit disconnected measurements from the counting, for instance for $n=5$ we count only (2.13) and its Hermitian conjugates. We find that $T_{n}$ satisfies the recursion relation

$$
\begin{equation*}
T_{n}=4 T_{n-1}-2 T_{n-2} \tag{2.24}
\end{equation*}
$$

and hence grows asymptotically as

$$
\begin{equation*}
T_{n} \sim \frac{1}{\sqrt{2}}(2+\sqrt{2})^{n-3} \tag{2.25}
\end{equation*}
$$

This means that exclusive scattering amplitudes, whose number grows only linearly in $n$, are of measure zero among all possible measurements one can construct as $n \rightarrow \infty$. The first few $T_{n}$ 's are recorded in the first row of table 1.

At this stage, we can further enumerate all distinct permutations of the measurements by taking into account particle labels of $a$ and $a^{\dagger}$ operators. For each measurement type (2.19), we have $\binom{n}{k_{1} k_{2} \cdots k_{2 s}}$ distinct ways of sprinkling the particle labels. Once this is taken into account, using CPT invariance we can also identify the measurements with one labeling

| $n$ | 4 | 5 | 6 | 7 | 8 | 9 | 10 |
| ---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| \# measurement types | 2 | 8 | 28 | 96 | 328 | 1120 | 3824 |
| \# measurements | 6 | 80 | 1370 | 27692 | 639310 | 16601832 | 479026722 |

Table 1. Top: number of asymptotic measurement types one can make with $n$ particles. Bottom: number of all inequivalent measurements including permutations of the external legs and accounting for CPT relations.
to those with the opposite labeling and complex conjugate. More precisely, in the $S$-free notation, CPT equates observables that differ by simultaneously reflecting the order of operators and exchanging

$$
\begin{equation*}
a_{m} \leftrightarrow b_{\bar{m}}^{\dagger} \quad \text { and } \quad b_{m} \leftrightarrow a_{\bar{m}}^{\dagger}, \quad S \leftrightarrow S^{\dagger} \tag{2.26}
\end{equation*}
$$

where $\bar{m}$ denotes the anti-particle of $m$. A simple example would be

$$
\begin{equation*}
S_{34 \leftarrow 12}=\langle 0| b_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle \stackrel{\mathrm{CPT}}{=}\langle 0| b_{\overline{1}} b_{\overline{2}} a_{\overline{3}}^{\dagger} a_{\overline{4}}^{\dagger}|0\rangle=S_{\overline{1} \overline{2} \leftarrow \overline{3} \overline{4}} \tag{2.27}
\end{equation*}
$$

We stress that CPT symmetry has nothing to do with crossing symmetry. It is further discussed in the context of reduction formulae in section 4.7.

In particular, if we do not distinguish between particles and anti-particles, the total number of distinct exclusive (i.e., conventional) amplitudes for any $n$ is

$$
\begin{equation*}
\sum_{k_{1}=2}^{n-2}\binom{n}{k_{1}}=2^{n}-2 n-2 \tag{2.28}
\end{equation*}
$$

which includes the amplitudes $\mathcal{M}$ and their complex conjugates $\mathcal{M}^{\dagger}$. For example, for $n=4$ we get three amplitudes corresponding to scattering in $s$-, $t$-, and $u$-channels, plus three more complex conjugates. The total number of measurements grows much faster and is tabulated in the second row of table 1.

## 3 Introduction to blobology

In this section, we introduce useful diagrammatic tools to organize computations of asymptotic observables: the $S$ and $S^{\dagger}$ blobs, already depicted in the preceding section. We will see how the blobs allow us to decompose observables into products of connected amplitudes times appropriate phase space integrals, and how this can be applied diagram-by-diagram in perturbation theory by matching "blob patterns."

### 3.1 Connected versus disconnected subamplitudes

To find the connected components of asymptotic observables, it is useful to separate out the interacting parts of $S$. For $2 \leftarrow 2$ scattering, we have

$$
\begin{equation*}
S_{2 \leftarrow 2}=\mathbb{1}+i T_{2 \leftarrow 2} \tag{3.1}
\end{equation*}
$$

The matrix element $\mathcal{M}$ of $T$ between some final and initial states $\langle 34|$ and $|12\rangle$ is then defined as usual by factoring out the overall momentum-conserving $\delta$-function,

$$
\begin{equation*}
\langle 34| T|12\rangle=\mathcal{M} \boldsymbol{\delta}_{4} \quad \text { with } \quad \boldsymbol{\delta}_{m} \equiv(2 \pi)^{\mathrm{D}} \delta^{\mathrm{D}}\left(\sum_{i=1}^{m} p_{i}\right) \tag{3.2}
\end{equation*}
$$

We will come back to the general $m \leftarrow n$ case shortly. Diagrammatically, (3.1) gives an expansion of $S$ blobs:


Above, all the factors are explicit except for an overall momentum-conserving $\boldsymbol{\delta}$-function, which comes with each $i \mathcal{M}$ blob. ${ }^{3}$ The expansion for $S^{\dagger}$ is simply obtained by replacing the $i \mathcal{M}$ blob by a $-i \mathcal{M}^{\dagger}$ one, where $\mathcal{M}^{\dagger}$ denotes the matrix elements of $T^{\dagger}$ in the same fashion $\mathcal{M}$ does for $T$.

Furthermore, in terms of blobs, the unitarity condition $S^{\dagger} S-\mathbb{1}=0$ sandwiched between two-particle states translates into

where the non-interacting $\mathbb{1}$ blob corresponds to the first two terms on the right-hand side of (3.3).

Throughout this paper, the inclusive sum over the states $X$ (denoted diagrammatically by the cut through $X$ in (3.4b)) corresponds to the on-shell phase space integrals,

$$
\begin{equation*}
\mathcal{Y}_{X} \equiv \sum_{X_{j}} \prod_{i \in X_{j}} \int \frac{\mathrm{~d}^{\mathrm{D}} q_{i}}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(q_{i}^{2}+m_{i}^{2}\right) \tag{3.5}
\end{equation*}
$$

where $m_{i}$ is the mass of particle $i$, and each $X_{j}$ consists of a possible set of particles that can be exchanged. The subscript "+" on the $\delta$-function indicates the presence of an Heaviside step function $\Theta\left( \pm q^{0}\right)$ enforcing that positive energy flows from the right to the left of the diagram. Finally, it is understood that only states that are inequivalent under permutations are integrated over (equivalently, one could integrate over the full phase space including permutations at the cost of additional $1 /\left|X_{j}\right|$ ! symmetry factors). In particular, this guarantees that $\mathbb{1} \cdot \mathbb{1}=\mathbb{1}$.

Note that complex conjugation works just as in quantum mechanics, namely

$$
\begin{equation*}
\left(\mathcal{M}_{A \leftarrow B}\right)^{*}=\langle A| S|B\rangle^{*}=\langle B| S^{\dagger}|A\rangle=\mathcal{M}_{B \leftarrow A}^{\dagger} \tag{3.6}
\end{equation*}
$$

[^2]In the case of $A \leftarrow A$ scattering, this makes the product in (3.4b) real and positive, since


Let us add that, in even spacetime dimensions, CPT guarantees that amplitudes are symmetrical under transposition: $\mathcal{M}_{B \leftarrow A}=\mathcal{M}_{A \leftarrow B}$. Consequently, $\mathcal{M}^{\dagger}$ is equivalent to the complex conjugate $\mathcal{M}^{*}$, which is a notation often used in textbooks (see, e.g., [24]). A general discussion of CPT including odd spacetime dimensions will be given in section 4.7 below.

In all calculations in this paper, we will assume that external legs are non-forward, or more generally that no subset of external momenta sums up to zero, so that there is a single overall connected component. Thus, when computing $2 \leftarrow 2$ scattering amplitudes, we drop the forward terms corresponding to the identity in (3.1). However, these terms can still be important within subamplitudes.

Let us illustrate this on the simplest inclusive observable: the five-point inclusive measurement $\operatorname{Exp}_{k}=\mathscr{L}_{X}\langle 54| S^{\dagger}|X\rangle\langle X 3| S|21\rangle$. We can break each $S^{\dagger}$ and $S$ into its connected components. The disconnected part of $S$ gives rise to forward terms that only have support when $p_{3}$ is forward to $p_{1}$ or $p_{2}$, which we discard. However, the disconnected part of $S^{\dagger}$ still gives rise to amplitudes that are overall connected, which we must thus retain:


If a diagram contains two (or more) $i \mathcal{M}$ or $-i \mathcal{M}^{\dagger}$ blobs strung together, there will be separate momentum-conserving $\delta$-functions for each blob, so after factoring out the overall one, in a string of $N$ blobs we will be left with $(N-1) \delta$-functions to be soaked up by the integrals (3.5).

For observables with more external legs, the decomposition into amplitudes and their conjugates proceeds in the same way. Note that in general $S \neq \mathbb{1}+i T$; here is a (hopefully) self-explanatory example with four incoming and four outgoing particles:


If we were computing a non-forward scattering amplitude, we would only retain the first term, but all terms are potentially important when the $S$ blob appears as a subamplitude of a more general observable, since the non-forward assumption only enforces that the full
diagram is connected. An example of an overall non-connected diagram would be

since it only has support on the forward kinematics $p_{3459,10,11}=0$ and $p_{12678}=0$ in the notation $p_{I}=\sum_{i \in I} p_{i}$. Physically, we discard such disconnected clusters for the usual reason that they describe experiments that do not interfere with each other (one could be taking place in Andromeda for all we know). Adding any single line between the two clusters above would make it connected.

### 3.2 Perturbative blobology

Our discussion so far has been entirely at an axiomatic level, assuming that an operator $S$ containing the full non-perturbative dynamics has been supplied to us. It is therefore natural to ask whether we can, just like for scattering amplitudes, compute inclusive observables in perturbation theory. We will see in this subsection that this is indeed possible, even on a diagram-by-diagram or topology-by-topology basis.

The fact that the formulas must make sense diagram-by-diagram can be seen using a trick: the inclusive observables are defined in any quantum field theory, so we can engineer a Lagrangian that reproduces any desired diagram. As a simple example, consider the observable $\operatorname{Exp}_{3}$ from (2.14) for the following topology:


To isolate its scalar contribution, we design the Lagrangian

$$
\begin{equation*}
\mathcal{L}=\sum_{i=1}^{8} \frac{1}{2}\left(\phi_{i} \square \phi_{i}-m_{i}^{2}\right)-g_{1} \phi_{1} \phi_{3} \phi_{6}-g_{2} \phi_{2} \phi_{6} \phi_{7} \phi_{8}-g_{3} \phi_{4} \phi_{5} \phi_{7} \phi_{8}, \tag{3.12}
\end{equation*}
$$

that precisely reproduces only this diagram to order $\mathcal{O}\left(g_{1} g_{2} g_{3}\right)$ in the coupling constants. (In gauge theories one might need to be a bit more careful; we can either work in a physical gauge or add up the relevant contributions that render the amplitudes gauge invariant.) Since we can always play this game, we run the arguments from the previous sections, then expand the observables in perturbation theory with the designed Lagrangian. This allows us to compute the inclusive observables order-by-order as products of amplitudes connected by phase-space integrals.

To show how such perturbation-theory computations of the observables work, let us compute the contribution to $\operatorname{Exp}_{3}=\langle 0| a_{5} a_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle$ with the same graph topology as the
diagram in (3.11). We simply have to sum over all ways of fitting the diagram inside blobs shown (2.19), where each factor $i \mathcal{M}$ or $-i \mathcal{M}^{\dagger}$ must be fully connected:


The term on the left corresponds to the usual connected scattering amplitude $i \mathcal{M}_{345 \leftarrow 12}$, while the term on the right represents two on-shell amplitudes $-i \mathcal{M}_{45 \leftarrow 78}^{\dagger}$ and $i \mathcal{M}_{378 \leftarrow 12}$, connected via an inclusive sum over the phase space (see (3.5)), and a $\delta$-function in one of the blobs. Of course, this construction is neither new nor mysterious: in perturbation theory we can compute the cut blobs simply as unitarity (Cutkosky) cuts [25], where particles that flow across the cut are taken to be on-shell with positive energy. In perturbation theory, it simply amounts to replacing each propagator with a $\delta$-function with positive-energy flow across the cut,

$$
\begin{equation*}
\frac{-i}{q_{i}^{2}+m_{i}^{2}-i \varepsilon} \rightarrow 2 \pi \delta_{+}\left(q_{i}^{2}+m_{i}^{2}\right) \tag{3.14}
\end{equation*}
$$

and conjugating the part of the diagram contained in $-i \mathcal{M}^{\dagger}$.
Continuing our example in (3.11), assuming that the masses of all the scalars are equal for simplicity, we can write the contribution to the observable $\operatorname{Exp}_{k}$ from the first term as,

$$
\begin{equation*}
\left.\operatorname{Exp}_{3}\right|_{(\operatorname{term~1)}}=\frac{-i g_{1} g_{2} g_{3}}{-s_{13}+m^{2}} \underbrace{\int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i(2 \pi)^{\mathrm{D}}} \frac{1}{\left[\ell^{2}+m^{2}-i \varepsilon\right]\left[\left(p_{45}-\ell\right)^{2}+m^{2}-i \varepsilon\right]}}_{\Sigma\left(s_{45}\right)}, \tag{3.15}
\end{equation*}
$$

with $s_{i j} \equiv-p_{i j}^{2}$, and we have defined the self-energy loop integral as $\Sigma\left(s_{45}\right)$ for later convenience. Note that since $s_{13}<0$ in this example, we have dropped the $i \varepsilon$ in its propagator. For the cut term, on the other hand, we add phase space integrals for particles 7 and 8 , as well as a momentum-conserving $\delta$-function,

$$
\begin{align*}
\left.\operatorname{Exp}_{3}\right|_{(\text {term 2) }} & =\frac{-g_{1} g_{2} g_{3}}{-s_{13}+m^{2}} \int \frac{\mathrm{~d}^{\mathrm{D}} q_{7}}{(2 \pi)^{\mathrm{D}-1}} \frac{\mathrm{~d}^{\mathrm{D}} q_{8}}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(q_{7}^{2}+m^{2}\right) \delta_{+}\left(q_{8}^{2}+m^{2}\right) \boldsymbol{\delta}_{45 \leftarrow 78}  \tag{3.16a}\\
& =\frac{-g_{1} g_{2} g_{3}}{-s_{13}+m^{2}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{(2 \pi)^{\mathrm{D}}}(2 \pi) \delta_{+}\left(\ell^{2}+m^{2}\right)(2 \pi) \delta_{+}\left[\left(p_{45}-\ell\right)^{2}+m^{2}\right] \tag{3.16b}
\end{align*}
$$

This term is now directly written as a Cutkosky cut, where we have replaced propagators in the amplitude (3.15) with $\delta$-functions with positive-energy flow, and conjugated the vertex in $-i \mathcal{M}^{\dagger}$. More generally, the momentum-conserving $\delta$-functions for each blob will collapse one of the phase-space integrals, to reduce them into ordinary cut integrals. Of course, in this particular example, the cut integral can be recognized as (twice) the imaginary part of the self-energy, so the transition from amplitude to inclusive observable is rather simple:

$$
\begin{equation*}
i \mathcal{M} \supset \frac{-i g_{1} g_{2} g_{3}}{-s_{13}+m^{2}} \Sigma\left(s_{45}\right) \quad \Rightarrow \quad \operatorname{Exp}_{3} \supset \frac{-i g_{1} g_{2} g_{3}}{-s_{13}+m^{2}} \underbrace{\left[\Sigma\left(s_{45}\right)-2 i \operatorname{Im} \Sigma\left(s_{45}\right)\right]}_{\Sigma\left(s_{45}\right)^{*}} \tag{3.17}
\end{equation*}
$$

for $s_{45}$ real. We warn the reader that such a simple substitution may not always be available.

As the final point in this subsection, we note that when fitting diagrams into the blobs in (2.19), it is crucial to respect the order at which particles are absorbed or emitted. In section 5 , we will encounter an example that relies heavily on this fact: the following four pentagon topologies for the inclusive observable $\operatorname{Exp}_{3}$ (leg 3 being the emitted graviton):


We take the thick-line particles to have constant masses along each thick line and the wavy lines to be massless, which makes many cuts vanish by kinematic considerations. To compute $\operatorname{Exp}_{3}$, we fit these diagrams in all different ways into the blob pattern in (3.8). However, cuts through $A$ of the form

do not contribute, since the particle 3 is only emitted after the cuts. Similarly, cuts of $B$ and $C$ of the form

are disallowed, since they do not put all particles through the cut on-shell. Additionally, while cuts of the form

are valid unitary cuts fitting the blobs pattern, they vanish by momentum conservation for equal-mass thick lines: the particle of mass $m$ cannot decay into a particle of mass $m$ and a massless particle, and by time reversal, two particles cannot combine into one with mass $m$.

Finally, let us record all non-vanishing contributions to $\operatorname{Exp}_{3}$ from the topologies (3.18) obtained by matching the blobs pattern


To be clear, all the diagrams above are conventional time-ordered amplitudes, with the exception of the last one, which is cut.

### 3.3 Cuts through tree-level propagators and narrow-width approximation

When computing observables for diagrams with tree-level propagators, it is important to include cuts through those as well. Tree-level cuts can be nonzero in physical kinematics when and only when the exchanged particle is unstable: "if it can be produced, it can decay." If one were to resum self-energies, one would find a propagator of the approximate form

$$
\begin{equation*}
\frac{-i}{q_{i}^{2}-\Sigma\left(q_{i}^{2}\right)} \approx \frac{-i}{q_{i}^{2}+M^{2}-i M \Gamma}, \tag{3.23}
\end{equation*}
$$

where $M$ is the mass after the resummation, and $\Gamma \geqslant 0$ is the decay width. In the narrowwidth approximation $\Gamma \rightarrow 0^{+}$, such a propagator behaves just like that of a stable particle with $\Gamma$ playing the role of $\varepsilon$. In the $S$-matrix context, one would never include an unstable particle directly in a cut but rather one would include its decay products, proportional to the imaginary part of the self-energy, but these are effectively equivalent due to the relation

$$
\begin{equation*}
\frac{2 M \Gamma}{\left(q_{i}^{2}+M^{2}\right)^{2}+M^{2} \Gamma^{2}}=2 \operatorname{Re} \frac{-i}{q_{i}^{2}+M^{2}-i M \Gamma} \approx 2 \pi \delta\left(q_{i}^{2}+M^{2}\right)+\mathcal{O}(\Gamma), \tag{3.24}
\end{equation*}
$$

which can be understood from the familiar distributional identity $\frac{1}{x+i \varepsilon}-\frac{1}{x-i \varepsilon}=-2 \pi i \delta(x)$. Thus, in the narrow-width approximation (or, order-by-order in perturbation theory), it is correct to simply treat unstable particles as if they were ordinary particles and allow cuts through their propagators. This phenomenon is familiar in calculations of cross-sections involving unstable but long-lived particles [24, 26] and here we are just saying that it also applies to products of blobs.

As a simple example, if we look at a tree-level contribution to the process from (3.11) with a massive propagator,

we can write the contribution to the observable $\operatorname{Exp}_{3}$ from this diagram in the narrow-width approximation as

$$
\begin{align*}
\operatorname{Exp}_{3} & ={ }_{5}^{4}>_{2}^{3}+{ }_{5}^{1}{ }_{5}^{4}>_{2}^{3}  \tag{3.26a}\\
& =\frac{-i g_{1} g_{2} g_{3}}{\left(-s_{45}^{2}+M^{2}-i \varepsilon\right)\left(-s_{12}+M^{2}-i \varepsilon\right)}+\frac{-g_{1} g_{2} g_{3}}{-s_{12}+M^{2}-i \varepsilon} 2 \pi \delta_{+}\left(s_{45}-M^{2}\right)  \tag{3.26b}\\
& =\frac{-i g_{1} g_{2} g_{3}}{\left(-s_{45}+M^{2}+i \varepsilon\right)\left(-s_{12}+M^{2}-i \varepsilon\right)}, \tag{3.26c}
\end{align*}
$$

where we have defined $s_{i j}=-p_{i j}^{2}$, and in the last line we used the distributional identity $\frac{1}{x+i \varepsilon}-\frac{1}{x-i \varepsilon}=-2 \pi i \delta(x)$ and the fact that $\delta_{+}\left(s_{45}-M^{2}\right)=\delta\left(s_{45}-M^{2}\right)$ due to positive energy flowing through the cut.

We end this section by making a remark about a curious feature of (3.17) and (3.26c): adding the cut terms to the amplitude only had the effect of changing the $i \varepsilon$ in the $s_{45}$ channel, so the observable $\operatorname{Exp}_{3}$ could have been obtained from the conventional amplitude
by an analytic continuation. This observation is not a coincidence. It turns out that this is a simple instance of a much richer story: inclusive observables are actually related to amplitudes and complex-conjugated amplitudes via analytic continuations in the kinematic invariants. We explore this correspondence in [10]. Physically, the reversal of $i \varepsilon$ in that channel makes sense because particles 4 and 5 are absorbed in the past and so must be propagated backward, unlike in a conventional scattering amplitude.

## 4 Reduction formulas for out-of-time-order correlators

In local quantum field theory, reduction formulas express scattering amplitudes in terms of the on-shell limit of amputated Green's functions. They are useful both for proving abstract properties of the amplitudes as well as for practical calculations, based for example on perturbation theory. In this section, we explain how applying the LSZ procedure to generic out-of-time-ordered correlators leads to the asymptotic observables from section 2. As a simple test, the Feynman rules obtained by applying the Schwinger-Keldysh formalism to these correlators will be found to coincide with those just obtained by blob-matching.

### 4.1 Out-of-time-order correlators and Schwinger-Keldysh formalism

Let us first motivate the set of out-of-time ordered correlators we would like to reduce. They involve products of time-ordered products $\mathcal{T}$ of the form

$$
\begin{equation*}
\langle 0| \mathcal{T}\left\{\phi_{1} \cdots \phi_{i_{1}}\right\} \mathcal{T}\left\{\phi_{i_{1}+1} \cdots \phi_{i_{2}}\right\} \cdots \mathcal{T}\left\{\phi_{i_{n-1}+1} \cdots \phi_{i_{n}}\right\}|0\rangle . \tag{4.1}
\end{equation*}
$$

This type of correlators has been introduced in [27, 28]. Linear combinations of them contain other familiar objects such as anti-time-ordered products $\overline{\mathcal{T}}\{\cdots\}$ or retarded products $\mathcal{R}_{i}\{\cdots\}$, as can be verified by formally manipulating step functions. For example, at two points one has

$$
\begin{align*}
\overline{\mathcal{T}}\left\{\phi_{1} \phi_{2}\right\} & \equiv \phi_{1} \phi_{2} \theta\left(x_{1}^{0}<x_{2}^{0}\right)+\phi_{2} \phi_{1} \theta\left(x_{2}^{0}<x_{1}^{0}\right)  \tag{4.2a}\\
& =-\mathcal{T}\left\{\phi_{1} \phi_{2}\right\}+\mathcal{T}\left\{\phi_{1}\right\} \mathcal{T}\left\{\phi_{2}\right\}+\mathcal{T}\left\{\phi_{2}\right\} \mathcal{T}\left\{\phi_{1}\right\}, \tag{4.2b}
\end{align*}
$$

and

$$
\begin{align*}
\mathcal{R}_{1}\left\{\phi_{1} \phi_{2}\right\} & \equiv\left[\phi_{1}, \phi_{2}\right] \theta\left(x_{1}^{0}>x_{2}^{0}\right)  \tag{4.3a}\\
& =\mathcal{T}\left\{\phi_{1} \phi_{2}\right\}-\mathcal{T}\left\{\phi_{2}\right\} \mathcal{T}\left\{\phi_{1}\right\}, \tag{4.3b}
\end{align*}
$$

where the subscript on $\mathcal{R}$ indicates the (necessarily future-most) field being measured. Such relations generalize to any number of points and are invertible (this should be clear below after we introduce the largest time equation (4.27)). Thus, replacing $\mathcal{T}$ by $\overline{\mathcal{T}}$ or $\mathcal{R}$ in (4.1) would generate the same linear span of correlators.

In order to better understand these objects and their calculation, it proves useful to turn to a path integral representation. The Schwinger-Keldysh formalism provides an insightful perspective in these regards. The idea behind it is quite simple: if the usual path integral computes time-ordered products, anti-time-ordered products can be computed by a path integral running backward in time. This approach allows us to write down any combination of anti- and time-ordered products by linking the corresponding Lorentzian (real) time axes
by infinitesimal Euclidean (imaginary) time shifts. Ultimately, this results in a path integral featuring numerous time-folds oscillating between the past and the future.

To illustrate this in the context of correlators, we can consider the following sevenfield correlator represented by a path integral over a Schwinger-Keldysh contour with three time-folds (I, II, and III):

$$
\begin{aligned}
& \langle 0| \mathcal{T}\{F G\} \overline{\mathcal{T}}\{C D E\} \mathcal{T}\{A B\}|0\rangle \equiv\langle 0| \mathcal{C}\left\{A^{\mathrm{I}} B^{\mathrm{I}} C^{\mathrm{II}} D^{\mathrm{II}} E^{\mathrm{II}} F^{\mathrm{III}} G^{\mathrm{III}}\right\}|0\rangle
\end{aligned}
$$

The contour-ordering symbol $\mathcal{C}$ exemplified here is a natural generalization of the timeordering symbol. The superscript on an operator labels on which time-fold it is inserted. More generally, one can view the fields either as a single function on the $k$-fold contour or, equivalently, as $k$ copies of the usual spacetime fields, with endpoint identifications (i.e., the boundary condition $\lim _{t \rightarrow+\infty} \phi^{\mathrm{I}}-\phi^{\mathrm{II}}=0$ ). The total action includes the contribution from past-directed branches with a minus sign (in our convention, the even ones: II, IV, ...) since $\mathrm{d} t<0$, such that $\mathrm{e}^{i S_{\mathcal{C}}}=\mathrm{e}^{i S^{\mathrm{I}}-i S^{\mathrm{II}}+i S^{\mathrm{III}}-i S^{\mathrm{IV}}+\ldots \text {. } . ~ . ~ . ~}$

Historically, the contour considered by Schwinger and by Keldysh contained two timefolds. It is commonly used in finite temperature field theory, where the two endpoints are identified following an imaginary excursion of $-i \beta$, rather than extending to $\pm i \infty$, in order to compute averages in the Gibbs ensembles $\mathrm{e}^{-\beta H}$, see for example [29]. At zero-temperature, the formalism simplifies and naturally reproduces Cutkosky-like cutting rules [30], as will become clear in the calculations below. Multiple time-fold contours have been used to calculate out-of-time-ordered correlators and described more generally in [31, 32], and were used to derive certain finite-temperature cutting rules in [33].

Based on the comments below (4.3), the set of operators spanned by multi-time-folds Schwinger-Keldysh correlators is equivalent to the set identified in (4.1).

### 4.2 Reduction formulas

We will now extend the familiar LSZ reduction formula to the correlators just introduced; to our knowledge, this construction is novel. It is useful to introduce "currents" which abstract the amputation procedure:

$$
\begin{equation*}
j(x)=i\left(-\partial_{x}^{2}+m^{2}\right) \phi(x), \tag{4.5}
\end{equation*}
$$

where $\phi(x)$ is a local operator. Note that the parenthesis is simply $\left(p^{2}+m^{2}\right)$ in Fourier space. To avoid clutter, we focus on a real scalar theory with a single field $\phi$, which is normalized in such a way that its two-point function features a canonically normalized pole at $p^{2}+m^{2}=0$.

To derive reduction formulas, one exploits that the on-shell limit of the current is a total derivative, namely

$$
\begin{equation*}
j(p) \equiv \int \mathrm{d}^{\mathrm{D}} x \mathrm{e}^{-i p \cdot x} j(x) \xrightarrow{\substack{\text { on-shell: } \\ p^{2} \rightarrow-m^{2}}} \int \mathrm{~d}^{\mathrm{D}} x \frac{\partial}{\partial x^{\mu}}\left[\mathrm{e}^{-i p \cdot x}\left(-i \partial_{x}^{\mu}+p^{\mu}\right) \phi(x)\right] \tag{4.6}
\end{equation*}
$$



Figure 5. Asymptotic measurements made in the far past and future ( $a$ and $b$, respectively) and how they follow from the constructive interference of $\mathrm{e}^{-i p \cdot x} \phi$ at late times along the trajectory of particles; the product oscillates rapidly along other directions. The dotted lines are meant to represent light-cone axes centered, say, around a collision point in the bulk.

Note that this is simply an identity about the Fourier transform of a distribution and equations of motion were not used. Dynamics enters the picture through the assumption that the product $\mathrm{e}^{-i p \cdot x} \phi(x)$ is rapidly oscillatory as $x$ approaches infinity except potentially along the paths $x^{\mu} \propto \pm p^{\mu}$ of particles going to infinity. Thus, after integrating against any smooth test function of the (on-shell) momentum $p$, the on-shell currents reduce to surface terms along the direction of particles, where constructive interference may occur (see figure 5). It is natural to interpret these surface terms as defining the asymptotic creation and annihilation operators postulated in section 2 :

$$
\lim _{p^{2} \rightarrow-m^{2}} j(p) \equiv\left\{\begin{array}{llll}
a_{-p}^{\dagger}-b_{-p}^{\dagger} & \text { if } \quad p^{0}<0 & \text { (incoming) },  \tag{4.7}\\
b_{p}-a_{p} & \text { if } p^{0}>0 & \text { (outgoing) } .
\end{array}\right.
$$

The above argument is familiar from textbook derivations of the LSZ reduction formula (see for example [34]). Textbooks, as well as the original LSZ paper [35], typically discard the $a_{p}$ and $b_{-p}^{\dagger}$ terms because they vanish for vacuum time-ordered correlators (i.e., fields in the far past only have negative frequency components). Our main claim is that keeping these extra terms suffices to extend the LSZ formula to the products (4.1).

In (4.7), the positive signs for $a_{-p}^{\dagger}$ and $b_{p}$ match the standard textbook conventions, while the relative minus signs for the other terms are due to evaluating the total derivative (4.6) at the other boundary.

The understanding of $a$ and $a^{\dagger}$ operators as surface terms at past infinity, and of $b$ and $b^{\dagger}$ as surface terms at future infinity, lets us unambiguously define the action of the time-ordering symbol on them: $\mathcal{T}$ simply moves all $b^{\dagger}$ and $b^{\prime}$ 's to the left of $a^{\dagger}$ and $a^{\prime}$ 's. Thus, for example, if particles 1 and 2 are both incoming, we have (once on-shell) ${ }^{4}$

$$
\begin{equation*}
\mathcal{T}\left\{j\left(-p_{1}\right) j\left(-p_{2}\right)\right\}=\mathcal{T}\left\{\left(a_{1}^{\dagger}-b_{1}^{\dagger}\right)\left(a_{2}^{\dagger}-b_{2}^{\dagger}\right)\right\}=\left(a_{1}^{\dagger} a_{2}^{\dagger}\right)+\left(b_{1}^{\dagger} b_{2}^{\dagger}\right)-b_{2}^{\dagger} a_{1}^{\dagger}-b_{1}^{\dagger} a_{2}^{\dagger}, \tag{4.8}
\end{equation*}
$$

where we have grouped factors which commute with each other into parentheses.

[^3]Clearly, the extension of (4.8) to $n$-point contains $2^{n}$ terms. We will see that in many situations, most terms vanish. As a first simple example, consider a vacuum expectation value with $n=4$ points. Taking the pair $p_{1}, p_{2}$ to be incoming and the pair $p_{3}, p_{4}$ to be outgoing, and all momenta to be non-forward, we have

$$
\begin{align*}
\langle 0| \mathcal{T}\left\{j\left(p_{4}\right) j\left(p_{3}\right) j\left(-p_{2}\right) j\left(-p_{1}\right)\right\}|0\rangle & \equiv\langle 0| \mathcal{T}\left\{\left(b_{4}-a_{4}\right)\left(b_{3}-a_{3}\right)\left(a_{2}^{\dagger}-b_{2}^{\dagger}\right)\left(a_{1}^{\dagger}-b_{1}^{\dagger}\right)\right\}|0\rangle  \tag{4.9a}\\
& =\langle 0| b_{3} b_{4} a_{1}^{\dagger} a_{2}^{\dagger}|0\rangle=i \mathcal{M}_{34 \leftarrow 12} \boldsymbol{\delta}_{4} \tag{4.9b}
\end{align*}
$$

This is, of course, an instance of the textbook LSZ reduction formula. All terms with $a_{i}$ canceled because the $\mathcal{T}$ operation moves them to the right where they annihilate the vacuum (up to commutators with other $a^{\dagger}$ 's, which vanish by assumption). Similarly, any $b^{\dagger}$ gets moved to the left, where it annihilates the vacuum. Using the same argument, one reproduces the general LSZ formula relating $n \leftarrow m$ scattering amplitudes to time-ordered correlators of currents.

In what follows, we will abbreviate products of currents as in (4.9a) as $\mathcal{T}\left\{j_{1} j_{2} j_{3} j_{4}\right\}$. Below, we will discard forward terms and will return to them in section 4.5.

### 4.3 Example reductions, discontinuity formulas, and Steinmann relations

It is instructive to consider other reduction formulas for $34 \leftarrow 12$ kinematics. Using (2.9), the following simplification

$$
\begin{align*}
\mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle & =\left(a_{1}^{\dagger} a_{2}^{\dagger}-b_{1}^{\dagger} b_{2}^{\dagger}\right)|0\rangle  \tag{4.10a}\\
& =\left(\mathbb{1}-S^{\dagger}\right)|12\rangle \tag{4.10b}
\end{align*}
$$

when (4.8) acts on the vacuum will be useful. The factor $\left(\mathbb{1}-S^{\dagger}\right)$ has a simple interpretation: it picks out the interacting part of $S$ and ensures that the result vanishes if the particles do not interact. Indeed, the product on the left manifestly vanishes in free theory by equations of motion. The above identity can be applied in any state. For example,

$$
\begin{align*}
{ }_{\text {out }}\langle 34| \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle & ={ }_{\text {out }}\langle 34|\left(\mathbb{1}-S^{\dagger}\right)|12\rangle  \tag{4.11a}\\
& =\langle 34| S\left(\mathbb{1}-S^{\dagger}\right)|12\rangle=i \mathcal{M}_{34 \leftarrow 12} \boldsymbol{\delta}_{4}, \tag{4.11b}
\end{align*}
$$

where in passing to the second line we again dropped forward terms.
Discontinuity formulas. Reduction formulas related to cutting rules can be naturally obtained by inserting a complete basis of states $|\Psi\rangle$ in the field theory. For example,

$$
\begin{equation*}
\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\} \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle=\sum_{\Psi}\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\}|\Psi\rangle\langle\Psi| \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle \tag{4.12}
\end{equation*}
$$

Note that one could replace $\overline{\mathcal{T}}$ by $-\mathcal{T}$ in the left factor without changing the present discussion in the context of $2 \leftarrow 2$ scattering (though $\overline{\mathcal{T}}$ would generalize more naturally to higher multiplicity). In order to clarify this connection, we first apply (4.10a) to the left-hand side of (4.12) and obtain

$$
\begin{align*}
\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\} \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle & =\langle 0|\left(a_{4} a_{3}-b_{3} b_{4}\right)\left(a_{1}^{\dagger} a_{2}^{\dagger}-b_{1}^{\dagger} b_{2}^{\dagger}\right)|0\rangle  \tag{4.13a}\\
& =-\langle 0| b_{3} b_{4} a_{1}^{\dagger} a_{2}^{\dagger}|0\rangle-\langle 0| a_{3} a_{4} b_{1}^{\dagger} b_{2}^{\dagger}|0\rangle  \tag{4.13b}\\
& =-i \mathcal{M}_{34 \leftarrow 12} \boldsymbol{\delta}_{4}+i \mathcal{M}_{34 \leftarrow 12}^{\dagger} \boldsymbol{\delta}_{4} \tag{4.13c}
\end{align*}
$$

where, in the second line, we have discarded forward terms. Next, applying (4.10b) to the right-hand side of (4.12) gives

$$
\begin{equation*}
\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\} \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle={\underset{\Psi}{ }}_{y_{\Psi}}\langle 34|(\mathbb{1}-S)|\Psi\rangle\langle\Psi|\left(\mathbb{1}-S^{\dagger}\right)|12\rangle . \tag{4.14}
\end{equation*}
$$

Equating (4.13c) and (4.14) relates amplitudes to products of amplitudes. Of course, a similar relation could have been obtained by inserting a complete basis of asymptotic states directly in the first line of (4.13c), giving

$$
\begin{align*}
\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\} \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle & =\sum_{X}\langle 34|(\mathbb{1}-S)|X\rangle\langle X|\left(\mathbb{1}-S^{\dagger}\right)|12\rangle  \tag{4.15a}\\
& =\sum_{X} \mathcal{M}_{34 \leftarrow X}^{\dagger} \mathcal{M}_{X \leftarrow 12} \boldsymbol{\delta}_{4} \tag{4.15b}
\end{align*}
$$

Let us compare the preceding three formulas. On one hand, the agreement between (4.13c) and (4.15b) is precisely the unitarity relation encountered earlier in (3.4b). Note that it coincides with the field theory cutting rule (4.14) provided that the field theory Hilbert space is spanned by asymptotic states. The product (4.12) was in some sense designed such that inserting a complete basis of asymptotic states in the first line of (4.13c) would yield a product of connected amplitudes. On the other hand, the agreement between (4.14) and (4.15b) is less trivial. It amounts to an equivalence between field theory and asymptotic Hilbert spaces, known as asymptotic completeness. Concretely, this property ensures that

$$
\begin{equation*}
\sum_{\Psi}|\Psi\rangle\langle\Psi|=\sum_{X}|X\rangle_{\text {in in }}\langle X|=\sum_{X}|X\rangle_{\text {out out }}\langle X| \tag{4.16}
\end{equation*}
$$

As will become clear below, this is trivially manifest in perturbation theory. This is because the Feynman rules for computing (4.15b) in field theory involve the same cut propagators as those in $\mathbb{S}_{X}$ (defined in (3.5)). In practice, one way that asymptotic completeness could fail is if one "forgets" to account for some bound state in the asymptotic Hilbert space.

Retarded products and their role in axiomatic field theory. Focusing again on $34 \leftarrow 12$ kinematics, amplitudes can be written in various ways using retarded products. The following useful identity is a consequence of the definition in (4.3a) combined with (4.7):

$$
\begin{equation*}
\mathcal{R}_{2}\left\{j_{2} j_{1}\right\}=\mathcal{R}_{2}\left\{\left(a_{2}^{\dagger}-b_{2}^{\dagger}\right)\left(a_{1}^{\dagger}-b_{1}^{\dagger}\right)\right\}=-\left[b_{2}^{\dagger}, a_{1}^{\dagger}\right] \tag{4.17}
\end{equation*}
$$

The terms involving $b_{1}^{\dagger}$ vanish because the second operator must be in the past lightcone of $j_{2}$. Consequently, particle 1 can never reach future infinity. One can additionally check that the same result is also obtained by combining (4.3) with (4.10a). ${ }^{5}$ Putting everything together, we arrive at the reduction formula

$$
\begin{equation*}
\text { out }\langle 43| \mathcal{R}_{2}\left\{j_{2} j_{1}\right\}|0\rangle={ }_{\text {out }}\langle 43|\left(a_{1}^{\dagger} a_{2}^{\dagger}-b_{1}^{\dagger} b_{2}^{\dagger}\right)|0\rangle={ }_{\text {out }}\langle 43 \mid 12\rangle_{\text {in }} \tag{4.18}
\end{equation*}
$$

where in the first transition we used (2.9) and in the second one unitarity and non-forward kinematics.

[^4]The fact that the $\mathcal{R}$-product is supported over $x_{2}^{0}>x_{1}^{0}$ guarantees that its Fourier transform is analytic in a certain domain, in which equal positive timelike imaginary parts are added to $p_{2}^{\mu}$ and $-p_{1}^{\mu}$. Naturally, one could also represent the amplitude using an advanced product in (4.18). The equality of these two representations suggests analyticity in a larger domain, in which the timelike requirement can be relaxed.

This line of thought is central to the axiomatic proofs that scattering amplitudes are analytic in, for example, a neighborhood of the mass shell [9, 38, 39]. The argument generalizes to $n \leftarrow m$ scattering and has been used to show that amplitudes near the mass shell are generally equal to a finite sum of analytic functions [40] (with a single function sufficing in $2 \leftarrow 2$ cases). At four points, (4.18) also implies analyticity in the so-called small Lehmann ellipse in the momentum transfer plane [39, section 4].

The existence of multiple reduction formulas for the same quantity has important consequences. Here, our aim is very humble: we simply wish to emphasize that this situation is natural given the classification presented in section 2.3. In particular, there exist only two distinct asymptotic observables at four points: $\mathcal{M}$ and $\mathcal{M}^{\dagger}$, but a significantly greater number of correlation functions enjoying distinct analyticity properties can be considered.

Another reduction formula can be obtained similarly to (4.17) by inserting a retarded product between one-particle states (again in $34 \leftarrow 12$ kinematics), $\mathcal{R}_{3}\left\{j_{3} j_{2}\right\}=\left[b_{3}, a_{2}^{\dagger}\right]$, we get:

$$
\begin{equation*}
{ }_{\text {out }}\langle 4| \mathcal{R}_{3}\left\{j_{3} j_{2}\right\}|1\rangle_{\text {in }}={ }_{\text {out }}\langle 4| b_{3} a_{2}^{\dagger}|1\rangle_{\text {in }}={ }_{\text {out }}\langle 34 \mid 12\rangle_{\text {in }} \tag{4.19}
\end{equation*}
$$

This formula is relevant to analyticity at fixed- $t$ and crossing symmetry through the upper-half $s$-plane [9]. When the energies of particles 2 and 3 are flipped, the same correlator reduces to $\mathcal{M}^{\dagger}$ instead of $\mathcal{M}$ in accordance with the left endpoint of figure 1.

A five-point discontinuity and Steinmann-like relation. Let us now describe a $345 \leftarrow 12$ reduction formula, which combines the last two examples, ${ }^{6}$ namely

$$
\begin{align*}
& -\langle 0| \mathcal{R}_{5}\left\{j_{5} j_{4}\right\} \mathcal{R}_{3}\left\{j_{3} j_{2}\right\}|1\rangle=\langle 0|\left[b_{5}, a_{4}\right]\left[b_{3}, a_{2}^{\dagger}\right] a_{1}^{\dagger}|0\rangle=\langle 0|\left(a_{5} a_{4}-b_{5} b_{4}\right) b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle \\
& =4 \text { (-iM(M)} \tag{4.20}
\end{align*}
$$

This representation of the unitarity cut in terms of retarded commutators has an interesting feature. To see it, consider the joint translation of the coordinates $x_{3}$ and $x_{4}$ :

$$
\begin{equation*}
x_{3} \mapsto x_{3}+\xi \quad \text { and } \quad x_{4} \mapsto x_{4}+\xi \tag{4.21}
\end{equation*}
$$

Upon performing the Fourier transforms in (4.20), we expect physically to find a singularity in the $s_{34}$ channel if and only if the integral over $\xi$ is allowed to reach infinity, either in the past or in the future (since singularities in momentum space originate from the large-distance or large-time behavior of correlators). However, the $\xi$-range in (4.20) is obstructed in the future by the condition that $x_{4}$ is in the past lightcone of $x_{5}$, and it is obstructed in the past

[^5]by the condition that $x_{3}$ be in the future lightcone of $x_{2}$, and therefore we do not expect any singularity in that channel. This suggests that
\[

$$
\begin{equation*}
\operatorname{Disc}_{s_{34}} \operatorname{Cut}_{45}=0 . \tag{4.22}
\end{equation*}
$$

\]

This is in essence the so-called Steinmann relations [41, 42]: "sequential discontinuities of discontinuities vanish in overlapping channels" (see [43, 44] for examples, and [45, appendix A] for further historical references). It would be interesting to more precisely connect (4.22) with this statement. Notably, the relation between discontinuities and cuts should be clarified, as well as the precise implications from the support of Fourier transforms. Massless thresholds in two-particle channels have proven to be particularly confusing in this context (see [46]) and were avoided altogether in [44].

By replacing $\mathcal{R}_{5}$ by $\mathcal{R}_{4}$ in (4.20) one could similarly argue that $\mathrm{Cut}_{45}$ has no discontinuity in the $s_{35}$ channel. As in the preceding examples, the existence of multiple reduction formulas for the same amplitude seems key to understanding its full analyticity properties.

### 4.4 Retarded products and a reduction formula for waveforms

A natural choice of operator ordering can typically be determined from the physical question being asked. Let's consider the problem of determining the expectation value of a certain field (e.g., electromagnetic or gravitational) following a collision, regardless of any other properties of the final state, as discussed in the introduction. This question will lead us to a reduction formula for the expectation value (2.14).

Since the setup is analogous to that covered by nonlinear response theory, we expect the solution to involve retarded products. Let's briefly review the general setup of nonlinear response theory and the definition of $\mathcal{R}$-products, following [47]. We begin with a system in a predefined state $|\Psi\rangle$, perturb its Hamiltonian $H$ by coupling a field $\phi$ to a source $f(x)$ according to

$$
\begin{equation*}
\delta H=\int f(x) \phi(x) \tag{4.23}
\end{equation*}
$$

and subsequently measure an expectation value of say $\phi\left(x_{0}\right)$ at late time. Formally, this involves computing

$$
\begin{equation*}
\left\langle\phi_{0}\right\rangle_{H+\delta H}={ }_{\text {in }}\langle\Psi| \overline{\mathcal{T}}\left\{\mathrm{e}^{i \int \mathrm{~d} t(H+\delta H)}\right\} \phi_{0} \mathcal{T}\left\{\mathrm{e}^{-i \int \mathrm{~d} t(H+\delta H)}\right\}|\Psi\rangle_{\mathrm{in}} . \tag{4.24}
\end{equation*}
$$

The task is simplified once one notices (4.24) can be expressed as a path integral over a Schwinger-Keldysh two-fold, where the perturbation is inserted on both branches with opposite signs. The response $\left\langle\phi_{0}\right\rangle_{H+\delta H}$ at the $(n-1)^{\text {th }}$ power in $\delta H$ is then determined by the $n$-point correlators of field differences, namely

$$
\begin{align*}
& \mathcal{R}_{0}\left\{\phi_{0} \phi_{1} \cdots \phi_{n-1}\right\} \equiv \mathcal{C}\left\{\phi_{0}^{\mathrm{I}} \phi_{1}^{(\mathrm{I}-\mathrm{II})} \cdots \phi_{n-1}^{(\mathrm{I}-\mathrm{II})}\right\} \tag{4.25}
\end{align*}
$$

where $\phi_{k}^{(\mathrm{I}-\mathrm{II})}(x) \equiv \phi_{k}^{\mathrm{I}}(x)-\phi_{k}^{\mathrm{II}}(x)$ is inserted on the two folds. The same perturbation is inserted on the two branches with a relative minus sign because the same $\delta H$ is used to evolve both the bra and the ket. Expanding the $\mathcal{C}$ products, one finds, e.g., for $n=2,3$ :

$$
\begin{align*}
\mathcal{R}_{2}\left\{\phi_{1} \phi_{2}\right\} & =\left[\phi_{2}, \phi_{1}\right] \theta\left(x_{2}^{0}-x_{1}^{0}\right),  \tag{4.26a}\\
\mathcal{R}_{3}\left\{\phi_{1} \phi_{2} \phi_{3}\right\} & =\left[\left[\phi_{3}, \phi_{2}\right], \phi_{1}\right] \theta\left(x_{3}^{0}-x_{2}^{0}\right) \theta\left(x_{2}^{0}-x_{1}^{0}\right)+(1 \leftrightarrow 2) . \tag{4.26b}
\end{align*}
$$

The explicit formula for the $n$-point retarded product defined in (4.25) involves a similar nested commutator summed over $(n-1)$ ! permutations of the sources. The $\mathcal{R}$-product is Lorentz-invariant and vanishes unless all sources $\phi_{1} \cdots \phi_{n}$ are in the past lightcone of the measurement $\phi_{0} .{ }^{7}$

In the definition of the retarded product, the measured field could be equivalently taken to be on the second fold, $\phi_{0}^{\mathrm{II}}$, thanks to the boundary condition mentioned below (4.4):

$$
\begin{equation*}
\langle 0| \mathcal{C}\left\{\phi_{1}^{(\mathrm{I}-\mathrm{II})} \phi_{2}^{(\mathrm{I}-\mathrm{II})} \cdots \phi_{n}^{(\mathrm{I}-\mathrm{II})}\right\}|0\rangle=0 . \tag{4.27}
\end{equation*}
$$

This is known as the largest time equation and is closely related to unitarity [49]. In fact, repeated use of this equation gives a simple way of deriving the relations between the different bases mentioned below (4.3) (i.e., how to rewrite products of $\mathcal{T}$ products as products of $\mathcal{R}$ products, or of $\overline{\mathcal{T}}$ products etc.) with different number of time-folds, whose Schwinger-Keldysh representations are summarized in figure 6.

As hinted above, the expectation value of a classical field $\phi(k)$ or on-shell current $j(k)$ in a scattering state 12 can be formulated in a similar manner in terms of a five-point process $1^{\prime} 2^{\prime} k \leftarrow 12$. Starting with a vacuum state, we turn on a perturbation capable of creating or absorbing particles to, later on, measure $j(k)$. In light of this, we wish to verify if the following is correct:

$$
\begin{align*}
\operatorname{Exp}_{k} & \stackrel{?}{=}\langle 0| \mathcal{R}_{k}\left\{j_{k} j_{1^{\prime}} j_{2^{\prime}} j_{1} j_{2}\right\}|0\rangle \\
& =\langle 0| \mathcal{C}\left\{j_{k}^{\mathrm{I}} j_{1^{\prime}}^{(\mathrm{I}-\mathrm{II})} j_{2^{\prime}}^{(\mathrm{I}-\mathrm{II})} j_{1}^{(\mathrm{I}-\mathrm{II})} j_{2}^{(\mathrm{I}-\mathrm{II})}\right\}|0\rangle . \tag{4.28}
\end{align*}
$$

To perform the on-shell reduction of the right-hand side, we apply (4.7) to each branch. For example, when $p^{0}<0$ and we go on-shell, it implies that

$$
\begin{equation*}
\lim _{p^{2} \rightarrow-m^{2}} j_{p}^{(\mathrm{I}-\mathrm{II})} \equiv\left(a_{p}^{\dagger \mathrm{I}}-b_{p}^{\dagger \mathrm{I}}\right)-\left(a_{p}^{\dagger \mathrm{II}}-b_{p}^{\dagger \mathrm{II}}\right)=a_{p}^{\dagger \mathrm{I}}-a_{p}^{\dagger \mathrm{II}} \quad\left(p^{0}<0\right) . \tag{4.29}
\end{equation*}
$$

Here, we used the boundary condition $\lim _{t \rightarrow+\infty}\left(\phi^{\mathrm{I}}-\phi^{\mathrm{II}}\right)=0$ to identify $b_{p}^{\dagger \mathrm{I}}=b_{p}^{\dagger \mathrm{II}}$. Consequently, only surface terms at past infinity contribute. Similarly, for $p^{0}>0, j^{(\mathrm{I}-\mathrm{II})}(p)$ reduces to ( $a_{p}^{\mathrm{II}}-a_{p}^{\mathrm{I}}$ ). Thus,

$$
\begin{equation*}
\text { r.h.s. of }(4.28)=\langle 0| \mathcal{C}\left\{\left(b_{k}^{\mathrm{I}}-a_{k}^{\mathrm{I}}\right)\left(a_{1^{\prime}}^{\mathrm{II}}-a_{1^{\prime}}^{\mathrm{I}}\right)\left(a_{2^{\prime}}^{\mathrm{II}}-a_{2^{\prime}}^{\mathrm{I}}\right)\left(a_{1}^{\dagger \mathrm{I}}-a_{1}^{\dagger \mathrm{II}}\right)\left(a_{2}^{\dagger \mathrm{I}}-a_{2}^{\dagger \mathrm{II}}\right)\right\}|0\rangle, \tag{4.30}
\end{equation*}
$$

where the $\mathcal{C}$ operation simply orders type-II operators to the left of type-I ones. As always, we work under the assumption that external momenta are not exactly forward, so we can

[^6]

Figure 6. Various types of time-ordering products discussed in the literature and their relations to Schwinger-Keldysh time-folds. For illustrative purposes, each panel only shows a three time-fold contour, with the generalization to an arbitrary number of time-folds following the same obvious patterns. Top left: product of time-ordered products $\mathcal{T}$. Top right: product of anti-time-ordered products $\overline{\mathcal{T}}$. Bottom left: mixed product of time- and anti-time ordered products. Bottom right: product of retarded products $\mathcal{R}$. As before, time is going from right to left in each panel.
discard commutators between $a^{\prime}$ 's and $a^{\dagger}$ 's. Hence, all but one term in (4.30) are trivial: all terms with $a^{\mathrm{I}}$ vanish since they annihilate the vacuum on the right, and terms with $a^{\dagger \mathrm{II}}$ vanish since they annihilate the vacuum on the left. In summary, we find, on-shell,

$$
\begin{equation*}
\langle 0| \mathcal{R}_{k}\left\{j_{k} j_{1^{\prime}} j_{2^{\prime}} j_{1} j_{2}\right\}|0\rangle=\langle 0| a_{1^{\prime}} a_{2^{\prime}} b_{k} a_{1}^{\dagger} a_{2}^{\dagger}|0\rangle={ }_{\text {in }}\left\langle 1^{\prime} 2^{\prime}\right| b_{k}|12\rangle_{\text {in }}, \tag{4.31}
\end{equation*}
$$

thereby confirming (4.28). The right-hand side of this equation precisely corresponds to the momentum space waveform [2] mentioned in the introduction, sometimes also written as $\left\langle 1^{\prime} 2^{\prime}\right| S^{\dagger} a_{k} S|12\rangle$. Consequently, we have derived an LSZ-like reduction formula which relates the waveform to a fully retarded product.

Before moving on, we stress that, like in previous examples, (4.28) is just one of many possible reduction formulas for the same quantity. In view of the causal properties of the retarded product, this particular representation manifests the fact that the waveform depends only on physics within its past light cone.

### 4.5 More reduction formulas: impulse and asymptotic fields

The above generalizes naturally to the expectation value of any Heisenberg operator $\mathcal{O}(x)$ in two-particle states. As long as momenta are non-forward ( $p_{i} \neq p_{i^{\prime}}$ ), the argument leading to (4.31) yields a similar reduction formula:

$$
\begin{equation*}
\underbrace{\text { in }\left\langle 1^{\prime} 2^{\prime}\right| \mathcal{O}(x)|12\rangle_{\text {in }}=\langle 0| \mathcal{R}_{\mathcal{O}}\left\{\mathcal{O}(x) j_{1^{\prime}} j_{2^{\prime}} j_{1} j_{2}\right\}|0\rangle}_{\text {(for non-forward momenta) }} . \tag{4.32}
\end{equation*}
$$

Here we discuss more applications of this formula and elaborate on the role of forward contributions in different physical settings. This subsection can safely be skipped on a first reading.

In the above retarded product (see (4.25)), it is important physically that all four currents be inserted on both Schwinger-Keldysh time-folds. Otherwise, for example if $j_{1^{\prime}}$ and $j_{2^{\prime}}$ were inserted only on the second fold, particles $1^{\prime}$ and $2^{\prime}$ would be forced to interact directly with each other (as in (4.10b)), which is generally not required by the expectation value on the left-hand side of (4.32).

The non-forward condition in (4.32) is required because the operator ordering of terms like $a_{1^{\prime}}^{\mathrm{I}} a_{1}^{\dagger \mathrm{I}}$ in (4.30) cannot be easily predicted by (4.7): there are possible ambiguities supported on forward momenta. On the one hand, from the definition of the retarded product, we can see that disconnected diagrams never contribute to the right-hand side of (4.32). This is because two-point functions like $\langle 0| \mathcal{C}\left\{j_{1}^{(\mathrm{I}-\mathrm{II})} j_{1^{\prime}}^{(\mathrm{I}-\mathrm{II})}\right\}|0\rangle$ vanish by the largest time equation (4.27). On the other hand, disconnected diagrams are potentially important on the left-hand side, especially when we explicitly integrate the in-states against a wavefunction $\psi\left(p_{1}, p_{2}\right)$ and its complex conjugate:

$$
\begin{equation*}
\langle\mathcal{O}(x)\rangle_{\psi} \equiv \int\left[|\Psi|^{2} \prod_{a} \frac{\mathrm{~d}^{\mathrm{D}} p_{a}}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p_{a}^{2}+m_{a}^{2}\right)\right] \text { in }\left\langle 1^{\prime} 2^{\prime}\right| \mathcal{O}(x)|12\rangle_{\text {in }} \tag{4.33}
\end{equation*}
$$

where the product runs over $a=1,2,1^{\prime}, 2^{\prime}$ and where $|\Psi|^{2} \equiv \psi\left(p_{1^{\prime}}, p_{2^{\prime}}\right)^{*} \psi\left(p_{1}, p_{2}\right)$. The integrals force us to think carefully about terms supported on forward kinematics. A simple criterion for this expectation value to be expressible in terms of the retarded correlator (4.32) is that disconnected terms do not contribute, meaning that the operator is such that averages in one-particle states vanish:

$$
\begin{equation*}
\text { (4.32) can be used in (4.33) when and only when in }\left\langle i^{\prime}\right| \mathcal{O}(x)|i\rangle_{\text {in }}=0 \forall i, i^{\prime} . \tag{4.34}
\end{equation*}
$$

This is certainly the case for the expectation value of radiation field with real momenta, i.e., $\mathcal{O}=b_{p}$ discussed above in (4.31), since an isolated stable particle does not radiate. In contrast, as we will discuss shortly, position-space potentials generally receive additional "Coulomb" contributions.

Now consider the impulse or momentum kick $\Delta P^{\mu}(t)$, which measures the change in the momentum of a given particle after a scattering event. To do so, one first imagines that particles are distinguishable such that there exists some operator $P_{i}^{\mu}(t)$ measuring asymptotically the momentum carried by particles of type $i$. In the far past, we have

$$
\begin{equation*}
\lim _{t \rightarrow-\infty} P_{i}^{\mu}(t)=\int\left[\frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p^{2}+m_{i}^{2}\right) p^{\mu}\right] a_{i, p}^{\dagger} a_{i, p} \tag{4.35}
\end{equation*}
$$

with a similar formula in terms of $b$ 's in the far future. Conceptually, we can think of $P_{i}^{\mu}$ as the asymptotic version of the energy-momentum operator, which is quadratic in the fields. From our perspective, the late-time expectation value of $P_{i}^{\mu}$ is an example of a generalized 6 -particle amplitude similar to the inclusive cross-section defined in (2.15):

$$
\begin{align*}
\left\langle P_{i}^{\mu}(t \rightarrow \infty)\right\rangle_{\psi} & =\int_{1^{\prime}, 2^{\prime}, 1,2, p} \mathrm{~d} \mu\langle 0| a_{1^{\prime}} a_{2^{\prime}} b_{i, p}^{\dagger} b_{i, p} a_{1}^{\dagger} a_{2}^{\dagger}|0\rangle  \tag{4.36a}\\
& =\int_{1^{\prime}, 2^{\prime}, 1,2, p} \mathrm{~d} \mu\left\langle 1^{\prime} 2^{\prime}\right| S^{\dagger} a_{i, p}^{\dagger} a_{i, p} S|12\rangle \tag{4.36b}
\end{align*}
$$

where the measure $\mathrm{d} \mu$ collects the square-bracket factors in (4.33) and (4.35). Here, however, each $S$ and $S^{\dagger}$ factor can be disconnected when the bra-ket in (4.36b) is expanded into disconnected and connected parts as in section 3. The case where both factors are disconnected, which represents the forward contribution, can be canceled physically by focusing on the impulse, i.e., taking the expectation value of

$$
\begin{equation*}
\Delta P_{i}^{\mu}(t)=P_{i}^{\mu}(t)-N_{i}(t)\left\langle P_{i}^{\mu}\right\rangle, \tag{4.37}
\end{equation*}
$$

where $N_{i}$ asymptotically measures the density of particles of type $i$. At $t \rightarrow+\infty$, this replaces the bra-ket in (4.36b) by

$$
\begin{equation*}
\left\langle 1^{\prime} 2^{\prime}\right| \Delta P_{i}^{\mu}|12\rangle=\left\langle 1^{\prime} 2^{\prime}\right| S^{\dagger} P_{i}^{\mu} S-P_{i}^{\mu}|12\rangle=\left\langle 1^{\prime} 2^{\prime}\right| S^{\dagger}\left[P_{i}^{\mu}, S\right]|12\rangle=\left\langle 1^{\prime} 2^{\prime}\right|\left[S^{\dagger}, P_{i}^{\mu}\right] S|12\rangle \tag{4.38}
\end{equation*}
$$

with $P_{i}^{\mu}$ given in the right-hand side of (4.35). The operator $\Delta P_{i}^{\mu}$ satisfies the criterion (4.34) and therefore its expectation value can be related to a five-point correlator:

$$
\begin{equation*}
\left\langle\Delta P_{i}^{\mu}\right\rangle_{\psi}=\int\left[|\Psi|^{2} \prod_{a} \frac{\mathrm{~d}^{\mathrm{D}} p_{a}}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p_{a}^{2}+m_{a}^{2}\right)\right] \text { in }\left\langle 1^{\prime} 2^{\prime}\right| \Delta P_{i}^{\mu}(t \rightarrow \infty)|12\rangle_{\text {in }} . \tag{4.39}
\end{equation*}
$$

This is a reduction formula for the KMOC impulse in terms of a connected 5-point retarded correlator, where one operator is quadratic in fields. Note that the integrand is not necessarily connected when viewed as a 6 -particle amplitude as in (4.36b), since either $S^{\dagger}$ or $S$ could be disconnected (but not both simultaneously).

The relation between KMOC expectation values and Schwinger-Keldysh path integrals has also been discussed recently in the context of the worldline formalism in [50]. One potential application of (4.39) could be to help manifest simplifications in the classical limit $\hbar \rightarrow 0$. On one hand, the Schwinger-Keldysh formalism offers a natural way to approach this limit: as $\hbar \rightarrow 0$, the fields on the two time-folds become approximately equal and the difference field becomes a Lagrange multiplier that enforces the classical equations of motion (see for example [51,52]). On the other hand, very efficient ways of taking the classical limit of (4.39) and related observables have been developed based on the worldine formalism and also the so-called exponential representation, which is found to remove super-classical contributions [53]:

$$
\begin{equation*}
S=\mathrm{e}^{\frac{i}{\hbar} \hat{N}}, \tag{4.40}
\end{equation*}
$$

where $\hat{N}$ is defined by this equation. When the $\hat{N}$ operator is approximated by its $2 \leftarrow 2$ component, substituting it into (4.36b) reproduces familiar quantum-mechanical relations between the deflection angle and the derivatives of the phase shift. These relations have been generalized to include radiative corrections up to fourth Post-Minkowski order [54] (building on [55-59] and references therein). It could be worthwhile to better understand the $\hat{N}$ operator from the path integral perspective.

Relation between on-shell and asymptotic fields. Finally, let us comment on the relation between on-shell generalized amplitudes such as (4.31) and the large-distance limit of dynamical fields, such as the electromagnetic potential or the gravitational metric. Let
us take for concreteness $\mathcal{O}(x)$ to be a scalar field $\phi(x)$, which couples to massless scalar particles, and focus on the limit where $x$ approaches future null infinity $\mathcal{I}^{+}:|\vec{x}| \rightarrow \infty$ with constant retarded time $x^{0}-|\vec{x}|$.

Since we start (by assumption) from a state that differs from the vacuum only by the addition of two particles 1 and 2 (let's take them to be massive), the expectation value $\langle\phi(x)\rangle_{\psi}$ of the massless field vanishes at past null infinity. Defining a current $j(x)=-i \partial_{x}^{2} \phi(x)$ as in (4.5), the relation between $\phi$ and the current can thus be inverted to give

$$
\begin{equation*}
\langle\phi(x)\rangle_{\psi}=\int \mathrm{d}^{\mathrm{D}} y G_{R}(x-y)\langle j(y)\rangle_{\psi}=\int \frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}}} \mathrm{e}^{i p \cdot x} G_{R}(p)\langle j(p)\rangle_{\psi}, \tag{4.41}
\end{equation*}
$$

with $G_{R}(p)=\frac{-i}{p^{2}-i \varepsilon p^{0}}$ being the retarded Green's function for a free massless field. This is a general relation between $\phi(x)$ and $j(x)$ which does not rely on equations of motion for $\phi$ but only on the boundary condition satisfied by the prescribed initial state. At this stage, the momentum in $j(p)$ is still generally off-shell. As $x$ approaches $\mathcal{I}^{+}$, we expect on-shell radiation modes to dominate. This can be seen by a complex deformation of energy integrals, which is equivalent to the following identity:

$$
\begin{align*}
\langle\phi(x)\rangle_{\psi} & =\int \frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}}} \mathrm{e}^{i p \cdot x}\left[\left(G_{R}(p)-G_{A}(p)\right)+G_{A}(p)\right]\langle j(p)\rangle_{\psi}  \tag{4.42}\\
& =\int \frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}-1}} \delta\left(p^{2}\right) \mathrm{e}^{i p \cdot x} j(p)+\int \mathrm{d}^{\mathrm{D}} y G_{A}(x-y)\langle j(y)\rangle_{\psi} . \tag{4.43}
\end{align*}
$$

Here, $G_{A}(p)$ is the advanced Green's function, which differs from $G_{R}$ by the sign of $i \varepsilon$, and we have used that $G_{R}-G_{A}$ is proportional to an on-shell $\delta$-function. ${ }^{8}$ The first term is the expected on-shell contribution: it features the creation/annihilation operators defined by the reduction formula (4.7). Thus, (4.43) can be written as the familiar mode expansion for a free field, plus a correction term:

$$
\begin{align*}
\lim _{x \rightarrow \mathcal{I}^{+}}\langle\phi(x)\rangle_{\psi}=\int \frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p^{2}\right) & {\left[\mathrm{e}^{i p \cdot x}\left\langle b_{p}\right\rangle_{\psi}+\mathrm{e}^{-i p \cdot x}\left\langle b_{p}^{\dagger}\right\rangle_{\psi}\right] }  \tag{4.44}\\
+ & \int \mathrm{d}^{\mathrm{D}} y G_{A}(x-y)\langle j(y)\rangle_{\psi}
\end{align*}
$$

Note that we did not assume here that $\phi$ is close to a free field, we only assumed that its correlators feature a massless pole, and the boundary condition satisfies by the expectation value (which set $\left\langle a_{p}\right\rangle_{\psi}=0$ ). The advanced term accounts by construction for any possible effect due to interactions and will be interpreted shortly. While we discuss only scalar fields here for notational simplicity, a similar decomposition holds for gauge fields or gravity, with the first term then including only on-shell, transverse-traceless polarizations.

Let us interpret the advanced term from (4.44). It is often the case that all sources $j(x)$ are massive particles, which cannot reach future null infinity in finite retarded time. Then the advanced contribution is independent of retarded time and is simply the sum of the static

[^7]

Figure 7. Penrose diagram describing inclusive field measurements near future null infinity $\mathcal{I}^{+}$after a collision at the origin (white cloud). The retarded field at a point $x$ is the sum (4.44) of the on-shell radiation field plus an advanced contribution sensitive to sources in the future lightcone of $x$ and thus also near $\mathcal{I}^{+}$. This includes the "Coulomb" field from sources (denoted by $X$ above) that reach timelike infinity $i^{+}$, which is approximately independent of the retarded time of $x$.

Coulomb fields $\propto 1 /\left(x^{2} v_{i}^{2}-\left(v_{i} \cdot x\right)^{2}\right)^{\mathrm{D}-3}$ of each outgoing particle, see figure 7. In massive QED, this situation is always realized. More generally, the source $j(x)$ could have support along the trajectory of other radiated particles, leading to nontrivial dependence on retarded time (sourced by the charge of other radiated quanta in massless QED or Yang-Mills theory or the gravitational field surrounding outgoing radiation in general relativity).

The first term of (4.44) only includes fully connected diagrams (where both particles interact), since an isolated particle cannot radiate. Thus, it is precisely what is computed by the KMOC expectation value and reduction formula (4.31), namely:

$$
\begin{equation*}
\left\langle b_{p}\right\rangle_{\psi}=\int\left[|\Psi|^{2} \prod_{a} \frac{\mathrm{~d}^{\mathrm{D}} p_{a}}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p_{a}^{2}+m_{a}^{2}\right)\right]\langle 0| \mathcal{R}_{p}\left\{j_{p} j_{1^{\prime}} j_{2^{\prime}} j_{1} j_{2}\right\}|0\rangle . \tag{4.45}
\end{equation*}
$$

There are certainly many situations in which the Coulomb/advanced contribution in (4.44) can be neglected. For example, when computing local gauge-invariant quantities like the electromagnetic field strength or the linearized gravitational curvature (as relevant for LIGOtype waveform measurements), one finds that the Coulomb field decays faster than radiation by an additional power of $1 /|\vec{x}|$, which makes it completely negligible.

Another such situation arises when computing the energy flux of the scalar field along $\mathcal{I}^{+}, P_{\text {rad }}^{\mu} \propto \int \mathrm{d} u T^{u \mu}$, with $u$ being the retarded time and $T^{u \mu} \simeq \partial^{u} \phi \partial^{\mu} \phi$ for a scalar. The derivatives acting on the field then suppress the Coulomb part. The energy flux is quadratic in the scalar field, but if the source is sufficiently classical we expect a factorization, in which case we can apply (4.44) and find:

$$
\begin{equation*}
\left\langle j\left(p_{1}\right) j\left(p_{2}\right)\right\rangle_{\psi}=\left\langle j\left(p_{1}\right)\right\rangle_{\psi}\left\langle j\left(p_{2}\right)\right\rangle_{\psi} \quad \Rightarrow \quad\left\langle P_{\text {rad }}^{\mu}\right\rangle=\int \frac{\mathrm{d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}-1}} \delta_{+}\left(p^{2}\right) p^{\mu}\left|\langle j(p)\rangle_{\psi}\right|^{2}, \tag{4.46}
\end{equation*}
$$

which is the particle physicist's formula for radiated momentum. For electromagnetism (or gravity) one finds similar formulas with sums over transverse polarizations. For nonrelativistic particles for example this reduces to the familiar Larmor formula: $P_{\mathrm{rad}}^{0} \propto \int \mathrm{~d} t \ddot{\vec{x}}^{2}$. Nonetheless, one could imagine situations where the Coulomb field near infinity is important (see for example the $\delta(\omega)$ term in [60, eq. (8)] in the analysis of angular momentum radiation) and thus we include it in (4.44) for completeness. ${ }^{9}$

In summary, the general relation between potentials and on-shell fields is given by (4.44) where the first term includes only connected contributions to the KMOC expectation value, which can be computed by the reduction formula (4.45). The complete formula, however, includes an extra "Coulomb" term, which may or may not be relevant depending on the physical situation of interest.

### 4.6 Perturbation theory: dressing time-ordered diagrams

The reduction formulas discussed above can be used to analyze perturbative corrections to various observables in field theory. Below, we will find perfect agreement with the graphical manipulations of blobs from the preceding section.

The Feynman rules for non-time-ordered correlators of currents can be directly derived from the (Schwinger-Keldysh) path integral (4.24), for which only amputated diagrams contribute non-trivially. Feynman rules in this formalism have been described in many references, see for example [30, 32]. Beside the traditional rules of time-ordered perturbation theory, we are to include the following extra decorations:
(i) For each diagram, sum over all possible assignments of a time-fold label (type-I or type-II) to each vertex. Every external leg must connect to a vertex on the same time-fold.
(ii) Add an overall minus sign for each type-II vertex and for each propagator connecting two type-II vertices.
(iii) Draw a positive-energy cut on each propagator going from a type-I vertex to a type-II vertex. Additionally, flip the $i \varepsilon$ in each propagator connecting two type-II vertices. More explicitly, apply the replacement rule

$$
\frac{1}{p^{2}+m^{2}-i \varepsilon} \mapsto \begin{cases}2 \pi i \delta_{+}\left(p^{2}+m^{2}\right) & \text { for each prop. going from I to II }  \tag{4.47}\\ \left(p^{2}+m^{2}+i \varepsilon\right)^{-1} & \text { for each prop. between II vertices }\end{cases}
$$

It can be deduced from these rules that any given diagram can be broken down into islands consisting of type-II fields, which are separated from type-I fields by cuts. In particular, the rules are just the same ones that one would use to compute these cuts in the context of Cutkosky rules.

[^8]The rules can be easily extended to observables involving more than two time-folds (see, for example, [32]). In such cases, on the one hand, every even-type vertex (II, IV and so on) carries a minus sign, and propagators within even-type folds are anti-time-ordered and pick up the corresponding minus sign. On the other hand, any propagator connecting different folds is cut, with positive energy flowing towards the larger fold label. For example, a propagator extending between type-I and type-III vertices is the same as that between type-I and type-II.

In order to make the above rules clearer, let us pause and discuss few explicit examples. As a first one, we consider a triangle diagram in a theory with a $-i g$ cubic vertex and $-i \lambda$ quadric vertex. The contribution of this diagram to the conventional amplitude is

$$
\begin{align*}
i \mathcal{M} & \supset  \tag{4.48a}\\
& =-g^{2} \lambda \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{p_{3}} \frac{p_{-i g}^{-i g}}{(2 \pi)^{\mathrm{D}}} \frac{1}{\left(\ell^{2}+m_{1}^{2}-i \varepsilon\right)\left[\left(\ell-p_{3}\right)^{2}+m_{2}^{2}-i \varepsilon\right]\left[\left(\ell+p_{4}\right)^{2}+m_{3}^{2}-i \varepsilon\right]} . \tag{4.48b}
\end{align*}
$$

Next, let us work out the contribution of the same diagram to the cut product defined by the left-hand side of (4.14), namely $\langle 0| \overline{\mathcal{T}}\left\{j_{3} j_{4}\right\} \mathcal{T}\left\{j_{1} j_{2}\right\}|0\rangle=\langle 0| \mathcal{C}\left\{j_{3}^{\mathrm{II}} j_{4}^{\mathrm{II}} j_{1}^{\mathrm{I}} j_{2}^{\mathrm{I}}\right\}|0\rangle$. A single assignment of I and II labels is compatible with external labels:

$$
\begin{align*}
& \text { Eq. (4.48a) } \Rightarrow\langle 0| \mathcal{C}\left\{j_{3}^{\mathrm{II}} j_{4}^{\mathrm{II}} j_{1}^{\mathrm{I}} j_{2}^{\mathrm{I}}\right\}|0\rangle \supset  \tag{4.49a}\\
& =g^{2} \lambda \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{(2 \pi)^{\mathrm{D}-2}} \frac{\delta^{+}\left(\left(\ell-p_{3}\right)^{2}+m_{2}^{2}\right) \delta^{+}\left(\left(\ell+p_{4}\right)^{2}+m_{2}^{2}\right)}{\left(\ell^{2}+m_{1}^{2}+i \varepsilon\right)} . \tag{4.49b}
\end{align*}
$$

Note that the overall sign flipped from (4.48a) to (4.49b) because there are two vertices and one propagator on the left of the cut. Here are examples of additional and non-trivial contributions to (4.14)


These examples clearly demonstrate that the computation rules for this observable in perturbation theory are consistent with those leading to the $s$-channel cut. This reflects how perturbation theory trivializes asymptotic completeness, as pointed out earlier below (4.14). Note that isolated islands of the I- or II-type vanish, for example


Next, let us move on to the more interesting five-point inclusive observable

$$
\begin{equation*}
\operatorname{Exp}_{3} \equiv\langle 0| \mathcal{C}\left\{j_{1}^{(\mathrm{I}-\mathrm{II})} j_{2}^{(\mathrm{I}-\mathrm{II})} j_{4}^{(\mathrm{I}-\mathrm{II})} j_{5}^{(\mathrm{I}-\mathrm{II})} j_{3}^{\mathrm{I}}\right\}|0\rangle \tag{4.52}
\end{equation*}
$$

At tree-level, for instance, the diagram considered in section 3.3 contributes to the amplitude


To compute its contributions to the expectation value we need to decorate each vertex except the one on which leg 3 lands with either a I or II, according to rule (i) above:


$$
\begin{align*}
& =\frac{-i g^{3}}{\left(-s_{45}+M^{2}-i \varepsilon\right)\left(-s_{13}+M^{2}-i \varepsilon\right)}+\frac{-2 \pi g^{3} \delta\left(s_{45}-M^{2}\right)}{-s_{13}+M^{2}-i \varepsilon}+0+0
\end{align*}
$$

Due to basic kinematic considerations and stability, the last two diagrams vanish: while the third diagram contains a propagator with an inconsistent energy flow, the fourth one breaks the stability assumption. The two non-zero terms concord precisely with (3.26c) upon setting $g_{i}=g$ for all $i$. The bubble cut in the example of section 3.2 is similarly reproduced.

Next, let us consider the one-loop pentagon, which was discussed earlier at the end of section 3.2 and will be discussed further in section 5 . We have that


One should observe that, as per (4.52), the external graviton comes attached to a type-I vertex. Thus, in principle, the implicit sum in (4.56) is over $2^{4}=16$ potential label assignments. However, assuming once again that the external particles are stable, most options are dismissed by either energy flow or kinematic considerations. Simple instances would be


The first diagram vanishes because the mass of the top (now on-shell) heavy particle before and after the graviton emission is the same, thereby contradicting the stability condition. The second diagram vanishes as the energy flow within the bottom (now on-shell) heavy
line has the wrong sign. Moreover, the "L-shaped" cut in this diagram also breaks the stability condition. In the third diagram, the graviton is produced (from vacuum) before the other external particles can create it. Hence, the energy flow across the cut is negative and consequently, it vanishes. Finally, the fourth diagram vanishes because the $t$-channels are spacelike. In the end, only the two diagrams survive, namely


Finally, one may consider diagrams where some propagators have been canceled. From the reasoning that got us from (4.56) to (4.58), we have, for example,


It's worth pointing out that the cut term can't appear in (4.59), given that the external graviton is required to connect to a type-I vertex and that cutting through the vertex is simply not allowed. Thus, all the above agree precisely with what was initially found in section 3.2 by comparing with the blob notation, namely


In summary, whether one uses the blob notation or the Schwinger-Keldysh formalism, the inclusive expectation value $\operatorname{Exp}_{k}$ is computed from the amplitude precisely by subtracting its $1^{\prime} 2^{\prime}$-channel cuts. We emphasize that the cut subtraction commutes with all familiar operations, such as numerator algebra or integration-by-parts identities.

### 4.7 Comments on CPT/CRT

Using the reduction formulas, we can discuss how CPT invariance manifests itself on asymptotic observables. For a correlation function of scalar bosonic fields $\phi_{i}\left(x_{i}\right)$, CPT guarantees that simultaneously flipping time together with an odd number of spacelike coordinates as well as reversing the ordering of operators gives the same correlation function [61, section 4-3], namely

$$
\begin{equation*}
\langle 0| \phi_{1}\left(x_{1}\right) \phi_{2}\left(x_{2}\right) \cdots \phi_{n}\left(x_{n}\right)|0\rangle \stackrel{\mathrm{CRT}}{=}\langle 0| \phi_{n}\left(-P^{\prime} x_{n}\right) \cdots \phi_{2}\left(-P^{\prime} x_{2}\right) \phi_{1}\left(-P^{\prime} x_{1}\right)|0\rangle . \tag{4.62}
\end{equation*}
$$

Here, we denote by $P^{\prime}$ the transverse parity, which flips the sign of $D \bmod 2$ spacelike coordinates. While [61] only discuss the case of four spacetime dimensions, where $P^{\prime} \simeq \mathbb{1}$
and the right-hand side of (4.62) can be written more simply as $\phi_{i}\left(-x_{i}\right)$, we quoted here the general statement known as CRT, see, e.g., [62]. The requirement is that $x^{\mu} \mapsto-P^{\prime} x^{\mu}$ must be an element of the complexified connected Lorentz group. Analogous equations hold for fields with spin and fermions, at a cost of extra factors coming from the Lorentz action.

The important thing to notice for our purposes is that (4.62) commutes with the timeordering symbol, i.e., the time-ordered product of $\phi(x)$ 's maps to the time-ordered product of $\phi\left(-P^{\prime} x\right)^{\prime}$ 's. We can also consider products of $\mathcal{T}$ 's as in (4.1): then we get the same $\mathcal{T}$ products, but in the opposite order. Fourier-transforming both sides, this yields the following convenient form of CPT/CRT:

$$
\begin{align*}
& \langle 0| \mathcal{T}\left\{\phi_{1}\left(p_{1}\right) \cdots \phi_{i_{1}}\left(p_{i_{1}}\right)\right\} \cdots \mathcal{T}\left\{\phi_{i_{n-1}+1}\left(p_{i_{n-1}+1}\right) \cdots \phi_{i_{n}}\left(p_{i_{n}}\right)\right\}|0\rangle \\
& \stackrel{\mathrm{CRT}}{=}\langle 0| \mathcal{T}\left\{\phi_{i_{n-1}+1}\left(-P^{\prime} p_{i_{n-1}+1}\right) \cdots \phi_{i_{n}}\left(-P^{\prime} p_{i_{n}}\right)\right\} \cdots \mathcal{T}\left\{\phi_{1}\left(-P^{\prime} p_{1}\right) \cdots \phi_{i_{1}}\left(-P^{\prime} p_{i_{1}}\right)\right\}|0\rangle . \tag{4.63}
\end{align*}
$$

Applying the reduction identity (4.7) to a general product, we see that result amounts to the simple substitution on a vacuum expectation value of in and out creation/annihilation operators:

CRT reverses all products and takes: $\quad a_{m}(p) \leftrightarrow b_{\bar{m}}^{\dagger}\left(P^{\prime} p\right), \quad a_{m}^{\dagger}(p) \leftrightarrow b_{\bar{m}}\left(P^{\prime} p\right)$,
where $\bar{m}$ represents the antiparticle of the particle $m$ (which comes about because the same field $\phi_{m}$ that can absorb particle $m$ will create $\bar{m}$ when the sign of its energy is reversed).

For a single time-ordered product, the above gives the relation $\mathcal{M}_{B \leftarrow A}=\mathcal{M}_{P^{\prime} \bar{A} \leftarrow P^{\prime} \bar{B}}$ mentioned section 3.1 stating that initial and final states can be swapped at the cost of a transverse parity. In particular, in four spacetime dimensions, this is the familiar statement that initial and final states can be simply swapped, i.e., the amplitude for electron-positron pair production from photons is the same as for the reverse process of pair annihilation. Applying CRT to another example, the expectation value $\operatorname{Exp}_{3}$ from (2.14), gives

$$
\begin{equation*}
{ }_{\text {in }}\langle 54| b_{3}|21\rangle_{\text {in }}=\langle 0| a_{5} a_{4} b_{3} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle \stackrel{\mathrm{CRT}}{=}\langle 0| b_{\overline{1}} b_{\overline{2}} a_{\overline{3}}^{\dagger} b_{\overline{4}}^{\dagger} b_{\overline{5}}^{\dagger}|0\rangle\left(P^{\prime} p\right)={ }_{\text {out }}\langle\overline{1} \overline{2}| a_{\overline{3}}^{\dagger}|\overline{4} \overline{5}\rangle_{\text {out }}\left(P^{\prime} p\right), \tag{4.65}
\end{equation*}
$$

where the observable on the right-hand side is an out-out expectation value instead of in-in. Note that CPT/CRT invariance is not equivalent to crossing, which instead only swaps a subset of particles (i.e., as in the relation between pair production and Compton scattering).

## 5 Master integrals for gravitational waveforms

In the previous sections, we showed how the $S$-matrix and its conjugate can be strung together into a host of inclusive asymptotic observables, where each amplitude lives on its own branch on a Schwinger-Keldysh contour. Among these observables is the momentumspace gravitational waveform, which according to the Kosower-Maybee-O'Connell (KMOC) formalism $[1,2]$ takes the form

$$
\begin{equation*}
\operatorname{Exp}_{k} \equiv{ }_{\text {in }}\left\langle 2^{\prime} 1^{\prime}\right| S^{\dagger} a_{k} S|12\rangle_{\mathrm{in}}=\langle 0| a_{2^{\prime}} a_{1^{\prime}} b_{k} a_{2}^{\dagger} a_{1}^{\dagger}|0\rangle \tag{5.1}
\end{equation*}
$$

Here, $b_{k}$ is a graviton annihilation operator, and we take the in-states to consist of two heavy scalars, such that (5.1) is the expectation value of the gravity field after the collision of


Figure 8. The one-loop topologies for the inclusive amplitude for a graviton in the background of scattering of two heavy scalars considered in this section. In the eikonal limit these become a single topology (up to $i \varepsilon$ 's). The cuts of these topologies were studied around (3.18).
two compact objects. The heavy scalars can be viewed as a model for non-spinning black holes. We now have two complementary ways of interpreting these observables: either as time-ordered products on a Schwinger-Keldysh contour (see section 4), or as the sum of amplitudes and cuts fitting the blob pattern in (4.61).

The aim of this section is to exemplify the computation of (5.1) on the one-loop topologies depicted in figure 8. These diagrams (and their subtopologies) account for the emission of a massless particle (the graviton) induced by the scattering of two compact objects via a long-range force. ${ }^{10}$ They are crucial ingredients in full waveform computations at subleading post-Minkowski order, and were recently studied by several authors [63-65] and later in [66].

Our strategy is to first consider the contribution of diagrams to conventional five-point scattering amplitudes (i.e., the $i \mathcal{M}$ term in (4.61)), and then add the cut as a decoration at the last possible step. We will thus assume that the amplitude for the $2 \rightarrow 3$ scattering process $i \mathcal{M}_{1^{\prime} 2^{\prime} k \leftarrow 12}$ is already expressed in terms of a basis of master integrals, and focus here on how to incorporate the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term at the level of these master integrals. It should be clear from the preceding section that the cut decorations commute with integration-by-parts identities such that (5.1) can be computed "master-by-master."

Moreover, we will discuss simplifications in the eikonal limit (defined below). An important feature of this limit is that several topologies that are distinct in general kinematics become similar and differ only by $i \varepsilon$ prescriptions. Even so, we find it helpful structure the computations below to calculate each topology separately.

### 5.1 Setup

We use the same momentum labeling for the topologies in figure 8 as in [64], which is summarized in figure 9 . The diagrams in figure 8 correspond to the following family of integrals:

$$
\begin{align*}
G_{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}}^{A}=\mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} & \frac{1}{\left[\ell^{2}\right]^{a_{1}}\left[\left(\ell+\bar{p}_{1}+\frac{1}{2} q_{1}\right)^{2}+m_{1}^{2}\right]^{a_{2}}\left[\left(\ell+q_{1}\right)^{2}\right]^{a_{3}}}  \tag{5.2}\\
& \times \frac{1}{\left[\left(\ell-q_{2}\right)^{2}\right]^{a_{4}}\left[\left(\ell-\bar{p}_{2}-\frac{1}{2} q_{2}\right)^{2}+m_{2}^{2}\right]^{a_{5}}}
\end{align*}
$$

where the expression is written for the $A$ topology as indicated by the superscript, and $-i \varepsilon$ should be added to each square bracket to compute the conventional time-ordered amplitude.

[^9]

Figure 9. Labeling of the kinematics for a five-point scattering process (left) and the internal momentum labeling of the topology $G^{A}$ (right).

We will sometimes leave the dependence on the $a_{i}$ implicit in cases where they do not matter.

Master integrals for the other topologies are defined by simple permutations of $\bar{p}_{1}$ and $\bar{p}_{2}$ : $B$ is obtained by $\bar{p}_{1} \rightarrow-\bar{p}_{1}, C$ by $\bar{p}_{2} \rightarrow-\bar{p}_{2}$, and $D$ by $\bar{p}_{i} \rightarrow-\bar{p}_{i}$ for both $i=1,2$. As emphasized in $[63,64]$, the fact that permutations act simply on $\bar{p}_{i}^{\mu}=\frac{1}{2}\left(p_{i}+p_{i}^{\prime}\right)^{\mu}$ makes these variables particularly convenient for eikonal expansions. In this notation, the total scattering amplitude can be written as

$$
\begin{equation*}
i \mathcal{M}=\sum_{i}\left[c_{i}\left(\bar{p}_{1}, \bar{p}_{2}\right) G_{i}^{A}+c_{i}\left(-\bar{p}_{1}, \bar{p}_{2}\right) G_{i}^{B}+c_{i}\left(\bar{p}_{1},-\bar{p}_{2}\right) G_{i}^{C}+c_{i}\left(-\bar{p}_{1},-\bar{p}_{2}\right) G_{i}^{D}\right] \tag{5.3}
\end{equation*}
$$

where the sum in $i$ runs over some basis of master integrals given by the $G_{i}^{X}$, and $c_{i}$ are their coefficients. ${ }^{11}$

When computing the in-in expectation value $\operatorname{Exp}_{k}$, we need to add to the scattering amplitude the contribution from the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term in (4.61). In fact, out of the one-loop diagrams shown in figure 8 , only the $D$ topology admits a non-zero cut in this channel. This was previously exemplified in sections 3.2 and 4.6. Thus, for the $A, B$ and $C$ topologies, there is actually no difference between the time-ordered amplitude $i \mathcal{M}$ and $\operatorname{Exp}_{k}$. The only term to add is the cut of $D$ obtained by taking the discontinuity of two propagators and including appropriate signs as determined by the rules (4.47):

$$
\begin{align*}
\operatorname{Cut} G_{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}}^{D}=4 \pi^{2} \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int & \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} \frac{1}{\left(\ell^{2}+i \varepsilon\right)^{a_{1}}\left(\left(\ell+q_{1}\right)^{2}-i \varepsilon\right)^{a_{3}}\left(\left(\ell-q_{2}\right)^{2}-i \varepsilon\right)^{a_{4}}}  \tag{5.4}\\
& \times \delta_{+}^{\left[a_{2}\right]}\left[\left(\ell-\bar{p}_{1}+\frac{1}{2} q_{1}\right)^{2}+m_{1}^{2}\right] \delta_{+}^{\left[a_{5}\right]}\left[\left(\ell+\bar{p}_{2}-\frac{1}{2} q_{2}\right)^{2}+m_{2}^{2}\right],
\end{align*}
$$

where we introduced the shorthand notation

$$
\begin{equation*}
\delta^{[a]} \equiv \frac{(-1)^{a-1}}{(a-1)!} \delta^{(a-1)}(x) \tag{5.5}
\end{equation*}
$$

Here, $\delta^{(n)}(x)$ denotes the $n$-th derivative of the Dirac $\delta$-function $\delta(x)$, and the subscript "+" denotes positive-energy flow as before. Recall that the derivative can be evaluated

[^10]using integration by parts
\[

$$
\begin{equation*}
\int \mathrm{d} x \delta^{(n)}(x) f(x)=(-1)^{n} \int \mathrm{~d} x \delta(x) f^{(n)}(x) \tag{5.6}
\end{equation*}
$$

\]

for any well-behaved test function $f(x)$. The observable $\operatorname{Exp}_{k}$ then becomes

$$
\begin{align*}
\operatorname{Exp}_{k}=\sum_{i} & {\left[c_{i}\left(\bar{p}_{1}, \bar{p}_{2}\right) G_{i}^{A}+c_{i}\left(-\bar{p}_{1}, \bar{p}_{2}\right) G_{i}^{B}\right.}  \tag{5.7}\\
& \left.+c_{i}\left(\bar{p}_{1},-\bar{p}_{2}\right) G_{i}^{C}+c_{i}\left(-\bar{p}_{1},-\bar{p}_{2}\right)\left(G_{i}^{D}+\operatorname{Cut} G_{i}^{D}\right)\right]
\end{align*}
$$

where the coefficients $c_{i}\left(\bar{p}_{1}, \bar{p}_{2}\right)$ are the same as in (5.3). This formula highlights that the ingredients used to compute $i \mathcal{M}$ can be recycled to compute $\operatorname{Exp}_{k}$.

### 5.2 Kinematics and tensor reduction in the eikonal limit

As shown in [63-65], the classical limit of the waveform is obtained from the heavy-mass effective field theory (HEFT) expansion, often also referred to as the eikonal expansion. This can be understood as an expansion in small momentum transfer $q_{i} \sim \hbar$ but can also be organized in terms of inverse powers of masses when dealing with heavy objects. Defining the barred heavy masses as $\bar{m}_{i}^{2}=-\bar{p}_{i}^{2}$, this expansion is organized in powers of $\bar{m}_{i}^{-1}$. For convenience, we also define the barred velocities $\bar{v}_{i}$ using $\bar{p}_{i}=\bar{m}_{i} \bar{v}_{i}$, as well as the scalar products

$$
\begin{equation*}
\bar{y}=-\bar{v}_{1} \cdot \bar{v}_{2}, \quad q_{i}^{2}, \quad \text { and } \quad \bar{w}_{i}=-\bar{v}_{i} \cdot\left(q_{1}+q_{2}\right), \tag{5.8}
\end{equation*}
$$

for $i=1,2$. By momentum conservation, the barred velocities are orthogonal to the respective momentum transfer (see [63-65]):

$$
\begin{equation*}
\bar{v}_{i}^{2}=-1, \quad \bar{v}_{i} \cdot q_{i}=0 \quad(i=1,2) . \tag{5.9}
\end{equation*}
$$

Before we embark on an expansion for the scalar integrals $G_{i}^{X}$, let us briefly discuss the role of numerators. A three-point vertex between the graviton and the heavy scalar with momentum $p_{i}$ is given by

$$
\begin{equation*}
\xi \propto \sqrt{G} \bar{m}_{i}^{2} \tag{5.10}
\end{equation*}
$$

where $G$ is Newton's constant. Thus, in the mass power counting, a three-point vertex contributes a factor of $\bar{m}_{i}^{2}$ and hence the numerators of the pentagon topology (before integral reduction) go like $\sim \bar{m}_{1}^{4} \bar{m}_{2}^{4}$. We will not go into the details of numerator computations here (see the recent computations in [63-65] for details), but we stress one important feature: in applications, one will be interested in contributions that are up to $\frac{1}{\bar{m}}$-suppressed relative to it, that is, corresponding to $\bar{m}_{1}^{4} \bar{m}_{2}^{3}$ or $\bar{m}_{1}^{3} \bar{m}_{2}^{4}$ in the pentagon numerator. It will thus be important to retain subleading terms in all steps. The leading contribution in the expansion of the pentagon topologies is of order $\bar{m}_{1}^{3} \bar{m}_{2}^{3}$, and is known as the "superclassical" or "hyperclassical" term.

The large-mass expansion of the integrals $G_{i}$ defined in (5.2) and their cuts can be analyzed at the level of integrands using the method of regions [67-70]. The most important
region is that of momenta $\left|\ell^{\mu}\right| \ll \bar{m}_{i}$, where one can directly expand the definition (5.2) in powers of $1 / \bar{m}_{i}$ after plugging in that $\bar{p}_{i}=\bar{m}_{i} \bar{v}_{i}$ (and using $\bar{p}_{i}^{2}+\bar{m}_{i}^{2}=0$ ). We refer to it as the eikonal region (this region is also called soft in the literature on post-Minkowskian expansions [71]). The contribution from this region is expressed in terms of integrals in which the heavy propagators become linear in $\ell$ :

$$
\begin{equation*}
\frac{1}{\left(\ell+\bar{p}_{1}+\frac{1}{2} q_{1}\right)^{2}+m_{1}^{2}}=\frac{1}{\bar{m}_{1}} \frac{1}{\left[2 \ell \cdot \bar{v}_{1}\right]}-\frac{1}{\bar{m}_{1}^{2}} \frac{\ell \cdot\left(\ell+q_{1}\right)}{\left[2 \ell \cdot \bar{v}_{1}\right]^{2}}+\ldots \tag{5.11}
\end{equation*}
$$

The result can be expressed in terms of a family of eikonal integrals:

$$
\begin{equation*}
G_{a_{1}, a_{2}, a_{3}, a_{4}, a_{5}}^{\mathrm{eik}, A}=\mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} \frac{1}{\left[\ell^{2}\right]^{a_{1}}\left[2 \ell \cdot \bar{v}_{1}\right]^{a_{2}}\left[\left(\ell+q_{1}\right)^{2}\right]^{a_{3}}\left[\left(\ell-q_{2}\right)^{2}\right]^{a_{4}}\left[-2 \ell \cdot \bar{v}_{2}\right]^{a_{5}}} \tag{5.12}
\end{equation*}
$$

where, as in (5.2), each square bracket carries a $-i \varepsilon$. In the $G$ notation, multiplication by $\ell$-dependent factors is visually awkward but straightforward using the identity $-2 \ell \cdot(\ell+$ $\left.q_{1}\right)=q_{1}^{2}-\ell^{2}-\left(\ell+q_{1}\right)^{2}$, which gives the following expansion for example for the eikonal region contribution to a scalar box:

$$
\begin{align*}
\left.G_{1,1,0,1,1}^{A}\right|_{\mathrm{eik}}= & \frac{1}{\bar{m}_{1} \bar{m}_{2}} G_{1,1,0,1,1}^{\mathrm{eik}, A} \\
& +\frac{1}{2 \bar{m}_{1}^{2} \bar{m}_{2}}\left(q_{1}^{2} G_{1,2,0,1,1}^{\mathrm{eik}, A}-G_{0,2,0,1,1}^{\mathrm{eik}, A}-G_{1,2,-1,1,1}^{\mathrm{eik}, A}\right) \\
& +\frac{1}{2 \bar{m}_{1} \bar{m}_{2}^{2}}\left(q_{2}^{2} G_{1,1,0,1,2}^{\mathrm{eik}, A}-G_{0,1,0,1,2}^{\mathrm{eik}, A}-G_{1,1,0,0,2}^{\mathrm{eik}, A}\right)+\ldots \tag{5.13}
\end{align*}
$$

where the omitted terms are further suppressed in large masses. All mass dependence is now explicit since the eikonal integrals (5.12) do not depend on $\bar{m}_{i}$. Of course, at this stage the right-hand side could be simplified using integration-by-parts identities appropriate to the eikonal integrals. Focusing on the third line contribution, which will also be discussed below, we find for example (choosing the same basis of masters as in (5.39c) below):

$$
\begin{align*}
\left.G_{1,1,0,1,1}^{A}\right|_{\mathrm{eik}, 1 / \bar{m}_{1} \bar{m}_{2}^{2}}= & \frac{(\mathrm{D}-5) \bar{w}_{1} \bar{y}}{2\left(\bar{y}^{2}-1\right)} G_{1,1,0,1,1}^{\mathrm{eik}, A}+\frac{\mathrm{D}-4}{2\left(\bar{y}^{2}-1\right)}\left(\bar{y} G_{1,0,0,1,1}^{\mathrm{eik}, A}+\frac{q_{2}^{2}+\bar{w}_{1}^{2}}{q_{2}^{2}} G_{1,1,0,1,0}^{\mathrm{eik}, A}\right) \\
& -\frac{\bar{w}_{1}}{2\left(\bar{y}^{2}-1\right)}\left(G_{1,0,0,2,0}^{\mathrm{eik}, A}+\frac{\bar{w}_{1}}{q_{2}^{2}} G_{0,1,0,2,0}^{\mathrm{eik}, A}\right) \tag{5.14}
\end{align*}
$$

It is worth emphasizing that the eikonal region does not capture the full large-mass limit of the integrals $G_{i}$ in (5.2), i.e., the large-mass expansion of the integrand does not commute with integration. This happens because the integration includes momenta that extend far outside the eikonal region where the expansion (5.11) is valid. The actual limit includes a further contribution from the hard region where the exchanged gravitons carry large off-shell momenta $\left|\ell^{\mu}\right| \sim \bar{m}_{i}$ :

$$
\begin{equation*}
\lim _{\bar{m}_{i} \rightarrow \infty} G_{i}=\left.G_{i}\right|_{\mathrm{eik}}+\left.G_{i}\right|_{\mathrm{hard}} \tag{5.15}
\end{equation*}
$$

The main claim to fame of the method of regions is that such a sum holds to all orders in the mass expansion for dimensionally-regulated integrals. The hard contribution can be
computed by Taylor-expanding in small $q_{i}^{\mu}$ and $k^{\mu}$, which results in integrals of the type

$$
\begin{equation*}
G_{b_{1}, b_{2}, b_{3}}^{\mathrm{hard}}=\mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} \frac{1}{\left[\ell^{2}\right]^{b_{1}}\left[\left(\ell+\bar{p}_{1}\right)^{2}+\bar{m}_{1}^{2}\right]^{b_{2}}\left[\left(\ell-\bar{p}_{2}\right)^{2}+\bar{m}_{2}^{2}\right]^{b_{3}}} . \tag{5.16}
\end{equation*}
$$

These integrals depend only on $\bar{y}, \bar{m}_{1}$ and $\bar{m}_{2}$ and have coefficients that are polynomial in $q_{i}^{\mu}$. Therefore, even though it is possible that the hard contribution to (5.15) might be leading in the $\bar{m}_{i} \rightarrow \infty$ limit, its Fourier transform vanishes at nonzero impact parameter. For this reason, we will not discuss the hard region further and we focus below on the eikonal region contribution, as also done in [63-65].

The above manipulations can be carried out for each topology independently. We define the eikonal integrals for the $B, C$ and $D$ topologies by relabelling appropriate signs $\bar{v}_{i} \mapsto \pm \bar{v}_{i}$ in (5.12), similarly to what was described below (5.2). Note that while the permuted eikonal integrals all formally have the same integrand up to overall signs, they actually have distinct $i \varepsilon$ 's and for this reason we treat the $A, B, C$ and $D$ eikonal integrals as distinct topologies. Their coefficients, of course, end up related by simple sign changes so in practice the algebra only needs to be carried out for one topology. Specifically, writing out the coefficients in terms of $\bar{m}_{i}, \bar{w}_{i}, \bar{y}$ and $q_{i}$ variables of (5.8), the eikonal region contribution to the in-in expectation value (5.7) becomes

$$
\begin{align*}
\left.\operatorname{Exp}_{k}\right|_{\text {eik }}=\sum_{i} & {\left[c_{i}^{\prime}\left(\bar{w}_{1}, \bar{w}_{2}, \bar{y}\right) G_{i}^{\mathrm{eik}, A}+c_{i}^{\prime}\left(-\bar{w}_{1}, \bar{w}_{2},-\bar{y}\right) G_{i}^{\mathrm{eik}, B}\right.}  \tag{5.17}\\
& \left.+c_{i}^{\prime}\left(\bar{w}_{1},-\bar{w}_{2},-\bar{y}\right) G_{i}^{\mathrm{eik}, C}+c_{i}^{\prime}\left(-\bar{w}_{1},-\bar{w}_{2}, \bar{y}\right)\left(G^{\mathrm{eik}, D}+\operatorname{Cut} G^{\mathrm{eik}, D}\right)\right]
\end{align*}
$$

where the coefficients $c_{i}^{\prime}$ are obtained from those in (5.7) through series expansion and possible IBP reduction as in (5.11)-(5.14). Alternatively, the $c_{i}^{\prime}$ numerators can be obtained directly using heavy-mass effective theory (HEFT), see for example [72]. The cut eikonal integrals are defined by taking discontinuity of two propagators as in (5.4).

Equation (5.17) provides a robust way to organize the large-mass expansion of the in-in expectation value in terms of eikonal integrals. Note that a priori it is important to know the coefficients in the $A, B, C, D$ topologies separately. However, because the original coefficients in (5.3) depend only on $\bar{m}_{i}$ and $\bar{v}_{i}$ through their product $\bar{p}_{i}$, they differ by relative signs that are completely determined by the considered order in $\bar{m}_{i}$. Thus, it is useful to combine the four topologies into combinations with definite parity in each $\bar{m}_{i}$ :

$$
\begin{align*}
\operatorname{Exp}_{k}\left[G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, \sigma_{1} \sigma_{2}}\right] \equiv & G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, A}+(-1)^{a_{2}} \sigma_{1} G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, B} \\
& +\sigma_{2}(-1)^{a_{5}} G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, C}+\sigma_{1} \sigma_{2}(-1)^{a_{2}+a_{5}}\left(G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, D}+\operatorname{Cut} G_{a_{1} \ldots a_{5}}^{\mathrm{eik}, D}\right) \tag{5.18}
\end{align*}
$$

with the sign choice $\sigma_{i}=(-1)^{j_{i}}$ corresponding to a contribution of order $\bar{m}_{1}^{j_{1}} \bar{m}_{2}^{j_{2}}$.
The same logic applied to the time-ordered amplitude $i \mathcal{M}$ give expressions identical to (5.17) and (5.18), simply without the Cut term. Because the cut only affects integrals with the $D$ topology, knowing the total integrated amplitude $i \mathcal{M}$ would generally be insufficient to recover the expression for $\operatorname{Exp}_{k}$.

### 5.3 Aside: $i \varepsilon$ and relation to principal value integrals

The above formalism is based on conventional time-ordered integrals and their cuts. In order to make it less abstract, we elaborate here on the contribution of the eikonal region to (5.7), accounting for a single integral $G_{i}^{A}$ and its $B, C$ and $D$ permutations. In an effort to make closer contact with the recent works [63-66], we will at the same time make explicit all relevant $i \varepsilon$ prescriptions. This step is not required to understand the next subsections.

Cut contributions can be expanded in the eikonal region using a formula similar to (5.11):

$$
\begin{equation*}
\delta\left[\left(\ell+\bar{p}_{2}-\frac{1}{2} q_{2}\right)^{2}+m_{2}^{2}\right]=\frac{\delta\left(2 \ell \cdot \bar{v}_{2}\right)}{\bar{m}_{2}}+\frac{\ell \cdot\left(\ell-q_{2}\right)}{\bar{m}_{2}^{2}} \delta^{\prime}\left(2 \ell \cdot \bar{v}_{2}\right)+\mathcal{O}\left(\bar{m}_{2}^{-3}\right) \tag{5.19}
\end{equation*}
$$

Introducing a shorthand for passive factors,

$$
\begin{equation*}
\int \frac{\mathrm{d}^{\mathrm{D}} \ell}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}} \equiv \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}\left[\ell^{2}\right]^{a_{1}}\left[\left(\ell+q_{1}\right)^{2}\right]^{a_{3}}\left[\left(\ell-q_{2}\right)^{2}\right]^{a_{4}}} \tag{5.20}
\end{equation*}
$$

the individual contributions to first subleading order in $1 / \bar{m}_{2}$ can be compactly written as:

$$
\begin{align*}
& \left.G_{i}^{A}\right|_{\text {eik }}=\sim\left\{\begin{array}{c}
\sim\left\{\mathrm{d}^{\mathrm{D} \ell}\right. \\
\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4} \\
\left(2 \ell \cdot \bar{v}_{1}-i \varepsilon\right)\left(-2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)
\end{array} 1-\frac{1}{\bar{m}_{2}} \frac{\ell \cdot\left(\ell-q_{2}\right)}{\left(-2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)}\right], \tag{5.21a}
\end{align*}
$$

$$
\begin{align*}
& \left.G_{i}^{D}\right|_{\text {eik }}=\sim\left\{\begin{array}{c}
\sim\left\{\int \frac{\mathrm{d}^{\mathrm{D}} \ell}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}} \frac{\left(\bar{m}_{1} \bar{m}_{2}\right)^{-1}}{\left(-2 \ell \cdot \bar{v}_{1}-i \varepsilon\right)\left(2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)}\left[1-\frac{1}{\bar{m}_{2}} \frac{\ell \cdot\left(\ell-q_{2}\right)}{\left(2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)}\right], ~\right.
\end{array}\right. \tag{5.21d}
\end{align*}
$$

For simplicity we display integrals with single powers $a_{2}=a_{5}=1$ of eikonal propagators, and $\approx$ means we kept only the terms up to the first subleading order in $1 / \bar{m}_{2}$. In the last line, we ignore the $i \varepsilon$ in the denominator $\mathcal{D}_{1}$, since it cannot vanish.

When summing up these contributions, it matters whether the coefficient $c_{i}$ of the considered integral $G_{i}^{A}$ is odd or even in the $\bar{p}_{i}$. As a first illustration, let us consider a numerator which is even and scales like the superclassical pentagon numerator: $c_{i}=\bar{p}_{1}^{4} \bar{p}_{2}^{4}=$ $\bar{m}_{1}^{4} \bar{m}_{2}^{4}$. The contribution of $c_{i} G_{i}$ to the time-ordered amplitude (5.3) is then the sum of the first four lines in (5.21), which simplifies at leading power to

$$
\begin{equation*}
\left.i \mathcal{M}\left[\bar{p}_{1}^{4} \bar{p}_{2}^{4} G_{i}\right]\right|_{\text {eik }, \bar{m}_{1}^{3} \bar{m}_{2}^{3}}=-4 \pi^{2} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}} \delta\left(2 \ell \cdot \bar{v}_{1}\right) \delta\left(2 \ell \cdot \bar{v}_{2}\right) \tag{5.22}
\end{equation*}
$$

For the in-in expectation value, we similarly sum up all five lines and now find a simple zero:

$$
\begin{equation*}
\left.\operatorname{Exp}_{k}\left[\bar{p}_{1}^{4} \bar{p}_{2}^{4} G_{i}\right]\right|_{\mathrm{eik}, \bar{m}_{1}^{3} \bar{m}_{2}^{3}}=0 \tag{5.23}
\end{equation*}
$$

This shows that the superclassical contribution to the in-in expectation value neatly cancels, as was previously noted in [63-66].

When we look at the $1 / \bar{m}_{2}$-suppressed pieces in (5.21), the relative signs between the five lines play out differently. By summing the first four and five lines, for the amplitude and in-in expectation value we find, respectively,

$$
\begin{align*}
& \left.\left\{i \mathcal{M}, \operatorname{Exp}_{k}\right\}\left[\bar{p}_{1}^{4} \bar{p}_{2}^{4} G_{i}\right]\right|_{\text {eik }, \bar{m}_{1}^{3} \bar{m}_{2}^{2}} \\
& =\int \frac{\mathrm{d}^{\mathrm{D} \ell \ell \cdot\left(\ell-q_{2}\right)}}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}} \delta\left(2 \ell \cdot \bar{v}_{1}\right)\left\{\mathrm{PV} \frac{-4 \pi i}{\left(-2 \ell \cdot \bar{v}_{2}\right)^{2}}, \frac{-4 \pi i}{\left(-2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)^{2}}\right\}, \tag{5.24}
\end{align*}
$$

with principal value $\mathrm{PV} \frac{1}{x^{2}}=\frac{1}{2}\left[\frac{1}{(x+i \varepsilon)^{2}}+\frac{1}{(x-i \varepsilon)^{2}}\right]$. The difference between the two cases is the $\delta^{\prime}$ contribution in (5.21e).

Finally, let us consider the example of a numerator with classical scaling, and which is odd under $\bar{p}_{2}: c_{i}=\bar{p}_{1}^{4} \bar{p}_{2}^{2} \bar{p}_{2} \cdot k \sim \bar{m}_{1}^{4} \bar{m}_{2}^{3}$. Now, we only keep the leading term in each of (5.21), but the relative signs again play out as in the preceding example:

$$
\begin{align*}
& \left.\left\{i \mathcal{M}, \operatorname{Exp}_{k}\right\}\left[\bar{p}_{1}^{4} \bar{p}_{2}^{2} \bar{p}_{2} \cdot k G_{i}\right]\right|_{\text {eik }, \bar{m}_{1}^{3} \bar{m}_{2}^{2}}  \tag{5.25}\\
& =\bar{w}_{2} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}} \delta\left(2 \ell \cdot \bar{v}_{1}\right)\left\{\mathrm{PV} \frac{2 \pi i}{-2 \ell \cdot \bar{v}_{2}}, \frac{2 \pi i}{-2 \ell \cdot \bar{v}_{2}-i \varepsilon}\right\} .
\end{align*}
$$

There are a few things to note about the above expressions. First, notice that pentagon integrals with classical-scaling numerators $\sim \bar{m}_{1}^{4} \bar{m}_{2}^{3}$ (or $\bar{m}_{1}^{3} \bar{m}_{2}^{4}$, which are similar, but not exemplified above) can come from either of two sources: from expansion of the original non-eikonal propagators as in (5.24), or from subleading numerators as in (5.25). In both cases, the contribution to the scattering amplitude $i \mathcal{M}$ has one heavy propagator on-shell and another with principal value. These are precisely the integrals found in [63, 64]. Of course, these two sources are not fundamentally distinct since they both arise together if one expands the full expression for the integrand in $1 / \bar{m}_{i}$, and more generally they can be related by integration-by-parts identities.

A second comment is that the in-in expectation value from both sources (5.24) and (5.25) is not given by a principal value integral. The difference comes respectively from the $\delta^{\prime}$ and $\delta$ terms in the cut contribution (5.21e). This difference is generally nonzero (as is manifestly the case in (5.25), where it is a sign-definite integral). We conclude that the role of the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term in (4.61) is not solely to cancel superclassical contributions as in (5.23): it can also contribute to classical terms. This is potentially in tension with conclusions reached in [64, eqs. (5.41) and (8.18)] and [63, section 2 and appendix A] regarding the cancellation of two-massive-particle-reducible ( 2 MPR ) graphs (previously tested for $2 \leftarrow 2$ processes [73]). Of course, this analysis does not exclude the possibility of nontrivial cancellations among diagrams: whether these cut contributions affect the inferred gravitational waveform is a separate question which should be further analyzed. From the discussion of infrared divergences in section 5.5 below, we however find this unlikely.

The above examples can be simply understood using the expansion in eikonal integrals introduced in (5.7)-(5.18). Completing $\ell$-dependent factors into inverse propagators similarly
to (5.13), the two examples correspond to the following expansions:

$$
\begin{align*}
\bar{p}_{1}^{4} \bar{p}_{2}^{4} G_{a_{1}, 1, a_{3}, a_{4}, 1}^{A}= & \bar{m}_{1}^{3} \bar{m}_{2}^{3} G_{a_{1}, 1, a_{3}, a_{4}, 1}^{\mathrm{eik}, A}+\frac{1}{2} \bar{m}_{1}^{3} \bar{m}_{2}^{2}\left(q_{2}^{2} G_{a_{1}, 1, a_{3}, a_{4}, 2}^{\mathrm{eik}, A}-G_{a_{1}-1,1, a_{3}, a_{4}, 2}^{\mathrm{eik}, A}\right. \\
& \left.-G_{a_{1}, 1, a_{3}, a_{4}-1,2}^{\mathrm{eik}, A}\right)+\ldots  \tag{5.26}\\
\bar{p}_{1}^{4} \bar{p}_{2}^{2} \bar{p}_{2} \cdot k G_{a_{1}, 1, a_{3}, a_{4}, 1}^{A}= & \bar{m}_{1}^{3} \bar{m}_{2}^{2} \bar{w}_{2} G_{a_{1}, 1, a_{3}, a_{4}, 1}^{\mathrm{eik}, A}+\ldots, \tag{5.27}
\end{align*}
$$

where the terms omitted do not contain the $\bar{m}_{1}^{3} \bar{m}_{2}^{3}$ or $\bar{m}_{1}^{3} \bar{m}_{2}^{2}$ powers exemplified above. Thus, equations (5.22)-(5.25) are simply special cases of the general formulas for the even/odd combinations of eikonal integrals defined in (5.18), namely

$$
\begin{align*}
& =\int \frac{\mathrm{d}^{\mathrm{D}} \ell \delta^{\left[a_{2}\right]}\left(2 \ell \cdot \bar{v}_{1}\right)}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}}\left(\begin{array}{cc}
4 \pi^{2} \delta^{\left[a_{5}\right]}\left[-2 \ell \cdot \bar{p}_{2}\right] & 0 \\
\operatorname{PV} \frac{2 \pi i}{\left(-2 \ell \cdot \bar{v}_{2}\right)^{a_{5}}} & \frac{2 \pi i}{\left(-2 \ell \cdot \bar{v}_{2}-i \varepsilon\right)^{a_{5}}}
\end{array}\right), \tag{5.28}
\end{align*}
$$

where the measure $\int \frac{\mathrm{d}^{\mathrm{D}} \ell}{\mathcal{D}_{1} \mathcal{D}_{3} \mathcal{D}_{4}}$ was defined in (5.20). To summarize, we have seen that the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term in (4.61) affects the classical part of waveform integrals. Mathematically, it changes all PV integrals to the $-i \varepsilon$ denominators shown in the second line.

The second line of the (5.28) expansion makes it clear that exclusive and inclusive amplitudes are distinct classical observables. They are both computed using exactly the same classical numerators. They differ in $i \varepsilon$ and thus answer different questions, in much the same way that solving the same classical equations of motion with different boundary conditions answers different questions.

We can give the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term a simple physical interpretation. The exclusive amplitude $i \mathcal{M}$ is sensitive to interactions between the heavy particles after the graviton is emitted. However, such interactions cannot physically contribute to the waveform, which can only depend on interactions in its past lightcone, as indeed made manifested by the in-in reduction formula (4.31). The role of the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term is precisely to remove those interactions and restore causality. This leads to the $i \varepsilon$ in the lower-right entry of (5.28), which corresponds to a retarded propagator enforcing the correct causal ordering of vertices along one of the heavy trajectories and therefore the correct boundary conditions. In contrast, time-ordered integrals do not compute a causal waveform.

Check that classical cut contribution is nonzero. This contribution from the cut does not vanish in general. To show explicitly that it contributes, let us compute it for the following topology,


This cut is an example of a "two-matter-particle-reducible" (2MPR) one in [63, 64]. The cut that mixes with the scalar integrals is given by

$$
\begin{equation*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\mathrm{eik}, 1 / \bar{m}_{1} \bar{m}_{2}}=4 \pi^{2} \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} \frac{\delta_{+}\left(-2 \ell \cdot \bar{v}_{1}\right) \delta_{+}\left(2 \ell \cdot \bar{v}_{2}\right)}{\left(\ell^{2}+i \varepsilon\right)\left[\left(\ell-q_{2}\right)^{2}-i \varepsilon\right]} . \tag{5.30}
\end{equation*}
$$

To compute the cut, we go to the center-of-mass frame of $\bar{v}_{2}$ (as in [63]). Recalling that $\bar{v}_{1} \cdot \bar{v}_{2}=-\bar{y}, q_{2} \cdot \bar{v}_{1}=-\bar{w}_{1}$ and $q_{2} \cdot \bar{v}_{2}=0$, the momentum components become

$$
\begin{equation*}
\bar{v}_{2}=\left(1,0, \overrightarrow{0}_{T}\right), \quad \bar{v}_{1}=\left(\bar{y}, \sqrt{\bar{y}^{2}-1}, \overrightarrow{0}_{T}\right), \quad q_{2}=\left(0, \frac{\bar{w}_{1}}{\sqrt{\bar{y}^{2}-1}}, \vec{q}_{2, T}\right) . \tag{5.31}
\end{equation*}
$$

The $\delta$-functions set $\ell^{0}=0$ and $\ell^{1}=0$, with a Jacobian of $\frac{1}{4 \sqrt{\tilde{y}^{2}-1}}$, which gives

$$
\begin{equation*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\text {eik }, 1 / \bar{m}_{1} \bar{m}_{2}}=\frac{\pi^{2} \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}}}{\sqrt{\bar{y}^{2}-1}} \int \frac{\mathrm{~d}^{\mathrm{D}-2} \vec{\ell}_{T}}{i \pi^{\mathrm{D} / 2}} \frac{1}{\vec{\ell}_{T}^{2}\left[\left(\vec{\ell}_{T}-\vec{q}_{2, T}\right)^{2}-\left(q_{2}^{0}\right)^{2}+\left(q_{2}^{1}\right)^{2}\right]}, \tag{5.32}
\end{equation*}
$$

where we have denoted the transverse part of the momenta with $\vec{p}_{T}=\left(p^{2}, \cdots, p^{\mathrm{D}}\right)$. This last integral is now equivalent to a Euclidean bubble integral in ( $\mathrm{D}-2$ ) spacetime dimensions, and can easily be performed (e.g., using Schwinger parameters) to give

$$
\begin{align*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\mathrm{eik}, 1 / \bar{m}_{1} \bar{m}_{2}} & =\frac{i \pi \mathrm{e}^{\epsilon \gamma_{E}}}{\sqrt{\bar{y}^{2}-1}}\left(q_{2}^{2}\right)^{-1-\epsilon} \Gamma(\epsilon)_{2} F_{1}\left[-\epsilon, 1+\epsilon, 1-\epsilon, 1-\frac{\bar{w}_{1}^{2}}{q_{2}^{2}\left(\bar{y}^{2}-1\right)}\right]  \tag{5.33a}\\
& =\frac{i \pi}{\epsilon q_{2}^{2} \sqrt{\bar{y}^{2}-1}}\left[1-\epsilon \log \frac{q_{2}^{4}\left(\bar{y}^{2}-1\right)}{\bar{w}_{1}^{2}}+\mathcal{O}\left(\epsilon^{2}\right)\right] . \tag{5.33b}
\end{align*}
$$

We will also compute this cut in the next subsection, since it is a contribution to $\left\{\mathcal{I}_{3}^{-+}\right\}$in (5.52). When accounting for the normalization factor of $2 \epsilon^{2} q_{2}^{2} \bar{y} \sqrt{1-\bar{y}^{-2}}$ given in (5.39b), the expression in the square brackets for $\left\{\mathcal{I}_{3}^{-+}\right\}$in (5.52) is precisely $\operatorname{Cut} G_{11011}^{\text {eik,D }}=\left.\operatorname{Cut} G_{11011}^{D}\right|_{\text {eik }, 1 / \bar{m}_{1} \bar{m}_{2}}$, and agrees with (5.33b) above.

We can also compute the subleading $\frac{1}{\bar{m}_{1} \bar{m}_{2}^{2}}$ term of the cut, as given by the second term of eq. (5.21e),

$$
\begin{equation*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\mathrm{eik}, 1 / \bar{m}_{1} \bar{m}_{2}^{2}}=4 \pi^{2} \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \int \frac{\mathrm{~d}^{\mathrm{D}} \ell}{i \pi^{\mathrm{D} / 2}} \frac{\ell \cdot\left(\ell-q_{2}\right)}{\left(\ell^{2}+i \varepsilon\right)\left[\left(\ell-q_{2}\right)^{2}-i \varepsilon\right]} \delta_{+}\left(2 \ell \cdot \bar{v}_{1}\right) \delta_{+}^{\prime}\left(2 \ell \cdot \bar{v}_{2}\right) . \tag{5.34}
\end{equation*}
$$

As in (5.13), we can rewrite the numerator as $\ell \cdot\left(\ell-q_{2}\right)=-\frac{1}{2}\left(q_{2}^{2}-\ell^{2}-\left(\ell-q_{2}\right)^{2}\right)$. Recall that when integrating over the derivative of the delta function, we must differentiate the integrand in $\ell^{0}$ before setting $\ell^{0}=0$. Putting everything together results in

$$
\begin{equation*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\text {eik }, 1 / \bar{m}_{1} \bar{m}_{2}^{2}}=-\frac{\bar{y} \pi^{2} \mathrm{e}^{\epsilon \gamma_{\mathrm{E}}}}{2\left(\bar{y}^{2}-1\right)^{3 / 2}} \int \frac{\mathrm{~d}^{\mathrm{D}-2} \vec{\ell}_{T}}{i \pi^{\mathrm{D} / 2}} \frac{q_{2}^{1}\left(q_{2}^{2}-\vec{\ell}_{T}^{2}\right)}{\vec{\ell}_{T}^{2}\left[\left(\vec{\ell}_{T}-\vec{q}_{2, T}\right)^{2}-\left(q_{2}^{0}\right)^{2}+\left(q_{2}^{1}\right)^{2}\right]^{2}} . \tag{5.35}
\end{equation*}
$$

This last expression is a sum of a bubble with a doubled propagator and a tadpole. The integrals are straightforward to compute, and the result is

$$
\begin{align*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\text {eik }, 1 / \bar{m}_{1} \bar{m}_{2}^{2}}= & -\frac{i \pi^{2} \epsilon^{\epsilon \gamma_{E}} \bar{y}\left(q_{2}^{2}\right)^{-1-\epsilon}}{2\left(\bar{y}^{2}-1\right)^{3 / 2} \bar{w}_{1} \Gamma(1-\epsilon) \sin (\pi \epsilon)}\left\{\epsilon\left[q_{2}^{2}\left(\bar{y}^{2}-1\right)\right]^{1+\epsilon}\left(\bar{w}_{1}^{2}\right)^{-\epsilon}\right. \\
& \left.+(1+\epsilon) \bar{w}_{12}^{2} F_{1}\left[-\epsilon, 2+\epsilon, 1-\epsilon ; 1-\frac{\bar{w}_{1}^{2}}{q_{2}^{2}\left(\bar{y}^{2}-1\right)}\right]\right\}  \tag{5.36a}\\
= & -\frac{i \pi \bar{w}_{1} \bar{y}}{2 \epsilon q_{2}^{2}\left(\bar{y}^{2}-1\right)^{3 / 2}}\left[1-\epsilon \log \frac{q_{2}^{4}\left(\bar{y}^{2}-1\right)}{w_{1}^{2}}+2 \epsilon+\mathcal{O}\left(\epsilon^{2}\right)\right] . \tag{5.36b}
\end{align*}
$$

We can check using identities for the hypergeometric functions that the two cuts computed here are consistent with the integration-by-part identity recorded in (5.14), where only a single term has the cut:

$$
\begin{equation*}
\left.\operatorname{Cut} G_{11011}^{D}\right|_{\mathrm{eik}, 1 / \bar{m}_{1} \bar{m}_{2}^{2}}=\frac{(\mathrm{D}-5) \bar{w}_{1} \bar{y}}{2\left(\bar{y}^{2}-1\right)} \operatorname{Cut} G_{11011}^{\mathrm{eik}, \mathrm{D}} \tag{5.37}
\end{equation*}
$$

where we have used that the first term in (5.14) is the only one giving a cut contribution to $\operatorname{Exp}_{k}$.

This confirms that in practice one can always eliminate $\delta^{\prime}$ eikonal integrals using integration-by-parts identities, which reduce all computations to the master eikonal integrals recorded in (5.52) below.

To obtain the contribution to the waveform, we must Fourier transform these expressions to impact-parameter space by integrating over $q_{i}$ according to, e.g., $[1,2,63,64]$. From the non-analytic $q_{2}$ dependence in (5.33b) and (5.36b), it is clear that the Fourier transform of the above scalar-box cut integral is nonvanishing at non-zero impact parameter.

### 5.4 Computation of eikonal master integrals

Having explained in section 5.2 the structure of large-mass expansions in terms of eikonal and hard integrals, let us finally turn to the evaluation of a basis of master integrals for the family of eikonal pentagons defined in (5.12). We will use the differential equation method and start by providing boundary conditions in the Regge-soft defined below.

Because this is a one-loop problem, it is straightforward to come up with a canonical basis of integrals (one in which the differential equation is linear in $\epsilon$ with vanishing constant term [74]): there is a single integral per topology and we only need to normalize it canonically. We label the integrals as in [64]. There are 9 topologies, making up a total of 16 integrals including permutations. Three topologies are contact integrals, denoted with a tilde:

$$
\begin{equation*}
\tilde{\mathcal{I}}_{1}^{A}=\epsilon \bar{w}_{1} G_{01020}^{\mathrm{eik}, A}=\tilde{\mathcal{I}}_{2}^{A}=2 \epsilon^{2} \bar{y} \sqrt{1-\bar{y}^{-2}} G_{01011}^{\text {eik }, A}= \tag{5.38a}
\end{equation*}
$$

The remaining six integrals are:


Finally, seven additional integrals are permutations of the above:

$$
\begin{equation*}
\left\{\tilde{\mathcal{I}}_{1}^{A \prime}, \tilde{\mathcal{I}}_{2}^{A \prime}, \mathcal{I}_{0}^{A \prime}, \mathcal{I}_{1}^{A \prime}, \mathcal{I}_{2}^{A \prime}, \mathcal{I}_{4}^{A}, \mathcal{I}_{5}^{A \prime}\right\} \equiv\left\{\tilde{\mathcal{I}}_{1}^{A}, \tilde{\mathcal{I}}_{2}^{A}, \mathcal{I}_{0}^{A}, \mathcal{I}_{1}^{A}, \mathcal{I}_{2}^{A}, \mathcal{I}_{3}^{A}, \mathcal{I}_{5}^{A}\right\}_{1 \leftrightarrow 2} \tag{5.40}
\end{equation*}
$$

More precisely, the permutation interchanges $\left\{\bar{w}_{1}, q_{1}, a_{2}, a_{3}\right\} \leftrightarrow\left\{\bar{w}_{2}, q_{2}, a_{5}, a_{4}\right\}$. Note that $\mathcal{I}_{0}^{A}$ and the integrals with a prime were not discussed in [64] since they do not contain a $1 /\left(\ell \cdot \bar{v}_{1}\right)$ propagator that can be cut; ref. [64] focused on the "single cut" proportional to $\delta\left(\ell \cdot \bar{v}_{1}\right)$ and a principal-value propagator. For the reasons explained below (5.28), we organize calculations in terms of conventional time-ordered propagators and their cuts and we do not use principal-value propagators. ${ }^{12}$

In (5.39c), the pentagon integral $\mathcal{I}_{6}^{A}$ is dimensionally-shifted from $6-2 \epsilon$ spacetime dimensions. The integrated expression for it is usually not needed in practice since it only contributes to amplitudes at $\mathcal{O}(\epsilon)$; for this reason, we do not spell out the Gram determinant in its normalization and do not discuss it further.

We define master integrals for the $B, C$ and $D$ topologies by the same expressions with appropriate permutations, which change the signs of $\bar{w}_{i}$ and $\bar{y}$ as in (5.17). To avoid sign confusion, we wrote all square roots in such a way that their arguments are always positive, and we always choose the principal branch.

A technical simplification of the eikonal limit is that particle masses have disappeared from the problem. The effect of this is reflected in the differential equation, which simplifies considerably in this limit; we record it in appendix A. The counting of master integrals is also different - if we had kept two distinct nonvanishing masses $m_{1} \neq m_{2}$, we would have found 22 master integrals for this topology instead of 16 in the eikonal limit [75, 76].

The differential equation enables us to focus on integration constants in suitable limits. We find convenient the Regge-soft limit in which we take the emitted graviton to be soft, $\bar{w}_{i}^{2} \ll q_{i}^{2}$, and subsequently take $|\bar{y}|$ to be large, $|\bar{y}| \gg 1$ (which implies that $q_{1}^{2} \approx q_{2}^{2} \rightarrow q^{2}$ for real external momenta). ${ }^{13}$ For the conventional time-ordered amplitudes, we then find the following limits:

$$
\begin{align*}
& \tilde{\mathcal{I}}_{1}^{A}, \mathcal{I}_{5}^{A} \rightarrow r_{\Gamma} \frac{\left(2 W_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)}, \\
& \mathcal{I}_{1}^{A}, \mathcal{I}_{2}^{A} \rightarrow c_{1} q^{-2 \epsilon} 4^{\epsilon} \sin (\pi \epsilon)^{2}, \\
& \tilde{\mathcal{I}}_{2}^{A} \rightarrow \tilde{\mathcal{I}}_{1}^{A}-\frac{c_{1}}{2} W_{1}^{-2 \epsilon} Y^{2 \epsilon}, \quad \quad \mathcal{I}_{3}^{A} \rightarrow \tilde{\mathcal{I}}_{2}^{A}+2 r_{\Gamma} q^{-2 \epsilon} \epsilon \log (2 Y),  \tag{5.41}\\
& \tilde{\mathcal{I}}_{4}^{A} \rightarrow{ }^{r_{\Gamma} W_{1}^{-\epsilon} W_{2}^{-\epsilon} Y^{\epsilon} \frac{2^{1-\epsilon} \pi \epsilon}{\sin (\pi \epsilon)}}, \quad \mathcal{I}_{0}^{A} \rightarrow r_{\Gamma} q^{-2 \epsilon}, \\
& -\frac{c_{1}}{2} Y^{2 \epsilon}\left[W_{1}^{-2 \epsilon}+W_{2}^{-2 \epsilon}\right]^{\prime}
\end{align*}
$$

where $W_{i} \equiv-\bar{w}_{i}-i \varepsilon, Y \equiv-\bar{y}-i \varepsilon$. Remaining integrals are given by simple permutations:

$$
\begin{align*}
\left\{\tilde{\mathcal{I}}_{1}^{A^{\prime}}, \tilde{\mathcal{L}}_{2}^{A^{\prime}}, \mathcal{I}_{4}^{A}, \mathcal{I}_{5}^{A^{\prime}}\right\} & \left.\rightarrow\left\{\tilde{\mathcal{I}}_{1}^{A}, \tilde{\mathcal{I}}_{2}^{A}, \mathcal{I}_{3}^{A}, \mathcal{I}_{5}^{A}\right\}\right|_{W_{1} \mapsto W_{2}},  \tag{5.42}\\
\left\{\mathcal{I}_{0}^{A^{\prime}}, \mathcal{I}_{1}^{A \prime}, \mathcal{I}_{2}^{A^{\prime}}\right\} & \rightarrow\left\{\mathcal{I}_{0}^{A}, \mathcal{I}_{1}^{A}, \mathcal{I}_{2}^{A}\right\} . \tag{5.43}
\end{align*}
$$

[^11]The two constants are

$$
\begin{equation*}
r_{\Gamma}=\frac{\mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \Gamma(1-\epsilon)^{2} \Gamma(1+\epsilon)}{\Gamma(1-2 \epsilon)} \quad \text { and } \quad c_{1}=\mathrm{e}^{\epsilon \gamma_{\mathrm{E}}} \Gamma(1+\epsilon) \Gamma(1-2 \epsilon) \Gamma(1+2 \epsilon) \tag{5.44}
\end{equation*}
$$

These limits were obtained using the method of regions for the Regge-soft limit; an example of how to compute $\tilde{\mathcal{I}}_{2}^{A}$ is shown in appendix A. A useful observation is that the integrals or combinations $\mathcal{I}_{0}^{A}, \mathcal{I}_{1}^{A}, \mathcal{I}_{2}^{A},\left(\mathcal{I}_{3}^{A}-\tilde{\mathcal{I}}_{2}^{A}\right)$ and $\left(\mathcal{I}_{5}^{A}-\tilde{\mathcal{I}}_{1}^{A}\right)$ all have smooth soft limits as $\bar{w}_{i} \rightarrow 0$, as can be verified independently from the differential equation. This feature makes it possible to obtain the boundary constants of all non-contact diagrams in terms of contact integrals, or integrals in which we set $\bar{w}_{i}=0$. In addition, we have tested the above by integrating the differential equation to the back-to-back limit $\bar{y} \rightarrow-1$, where integrals simplify. We do not include a boundary constant for $\mathcal{I}_{6}$ as it decouples in the limit $\mathrm{D} \rightarrow 4$.

We stress that (5.41) apply for the standard (Feynman) $i \varepsilon$, so standard methods are available to verify the integrals and it is possible to cross-check with the literature as discussed below. From now on, we will focus on the relationship between time-ordered and in-in amplitudes.

A useful feature of the Regge-soft limit is that (5.41) uniformly describes all topologies (see figure 8 ), by simply accounting for the phases dictated by the sign of $\bar{w}_{1}$ after permutation, namely

$$
W_{1}^{-2 \epsilon}= \begin{cases}\left|\bar{w}_{1}\right| \mathrm{e}^{-2 i \pi \epsilon} & \text { for } A \text { and } C,  \tag{5.45}\\ \left|\bar{w}_{1}\right| & \text { for } B \text { and } D .\end{cases}
$$

It is somewhat surprising to find such a "one case fits all" formula but here this can be understood as follows. The contact integrals $\tilde{\mathcal{I}}_{k}^{A}$ are guaranteed to be analytic in upper-half planes $\operatorname{Im} \bar{w}_{i}>0$, since the dependence on these variables enters through half-sided Fourier transforms $\int_{0}^{\infty} \mathrm{d} t \mathrm{e}^{-i t \bar{v}_{i} \cdot k}$. The singular terms in the soft limit $\bar{w}_{i} \rightarrow 0$ of the remaining integrals are then controlled by an integration region where the third and fourth propagator are small, which is equivalent to a contact integral. Thus, all one-loop integrals for this process can be expanded into a part which is analytic in upper-half $\bar{w}_{i}$ planes, plus parts that are nonsingular as $\bar{w}_{i} \rightarrow 0$. We would not expect such a clean decomposition, and therefore we also do not expect such uniform formulas, for generic two-loop integrals.

Having described the time-ordered integrals we can immediately move on to the in-in expectation value. The extra ingredient is the $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ term in (4.61), which only affects $D$ topologies. We take advantage of the following simple observation: the only possible cut of the $D$ integrals is the one in the $1^{\prime} 2^{\prime}$ channel! Thus, the Cutkosky rules simply relate $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ to the imaginary part of $D$ integrals:

$$
\begin{equation*}
\operatorname{Cut}_{1^{\prime} 2^{\prime}} \mathcal{I}_{i}^{D}=-2 i \operatorname{Im} \mathcal{I}_{i}^{D} \quad \text { (for the considered one-loop integrals). } \tag{5.46}
\end{equation*}
$$

The contribution of the $D$ topology to the in-in expectation value in (5.17) can thus be simply obtained from its conventional (time-ordered) expression:

$$
\begin{equation*}
\operatorname{Exp}_{k}\left[\mathcal{I}_{i}^{D}\right] \equiv \mathcal{I}_{i}^{D}+\operatorname{Cut}_{1^{\prime} 2^{\prime}} \mathcal{I}_{i}^{D}=\left(\mathcal{I}_{i}^{D}\right)^{*} \tag{5.47}
\end{equation*}
$$

This is somewhat similar to what was observed for bubble integrals in (3.17). We stress that this simplification is specific to the one-loop integrals under consideration. Integrals of the remaining topologies $(A, B$ and $C)$ do not get complex-conjugated and contribute the same to $i \mathcal{M}$ as to $\operatorname{Exp}_{k}$. Let us exemplify this by using (5.41) to predict the contribution from $\tilde{\mathcal{I}}_{4}$ to the in-in expectation value in the Regge-soft limit. We find

$$
\begin{align*}
& \operatorname{Exp}_{k}\left[\tilde{\mathcal{I}}_{4}^{A}\right] \rightarrow \mathrm{e}^{i \pi \epsilon} r_{\Gamma} \bar{w}_{1}^{-\epsilon} \bar{w}_{2}^{-\epsilon} \bar{y}^{\epsilon} 2^{1-\epsilon} \frac{\pi \epsilon}{\sin (\pi \epsilon)}-\frac{c_{1}}{2}\left[\quad \bar{w}_{1}^{-2 \epsilon} \bar{y}^{2 \epsilon}+\quad \bar{w}_{2}^{-2 \epsilon} \bar{y}^{2 \epsilon}\right], \\
& \operatorname{Exp}_{k}\left[\tilde{\mathcal{I}}_{4}^{B}\right] \rightarrow \mathrm{e}^{i \pi \epsilon} r_{\Gamma} \bar{w}_{1}^{-\epsilon} \bar{w}_{2}^{-\epsilon} \bar{y}^{\epsilon} 2^{1-\epsilon} \frac{\pi \epsilon}{\sin (\pi \epsilon)}-\frac{c_{1}}{2}\left[\quad \bar{w}_{1}^{-2 \epsilon} \bar{y}^{2 \epsilon}+\mathrm{e}^{2 \pi i \epsilon} \bar{w}_{2}^{-2 \epsilon} \bar{y}^{2 \epsilon}\right], \\
& \operatorname{Exp}_{k}\left[\tilde{\mathcal{I}}_{4}^{C}\right] \rightarrow \mathrm{e}^{i \pi \epsilon} r_{\Gamma} \bar{w}_{1}^{-\epsilon} \bar{w}_{2}^{-\epsilon} \bar{y}^{\epsilon} 2^{1-\epsilon} \frac{\pi \epsilon}{\sin (\pi \epsilon)}-\frac{c_{1}}{2}\left[\mathrm{e}^{2 \pi i \epsilon} \bar{w}_{1}^{-2 \epsilon} \bar{y}^{\epsilon \epsilon}+\quad \bar{w}_{2}^{-2 \epsilon} \bar{y}^{2 \epsilon}\right],  \tag{5.48}\\
& \operatorname{Exp}_{k}\left[\tilde{\mathcal{I}}_{4}^{D}\right] \rightarrow \mathrm{e}^{i \pi \epsilon} r_{\Gamma} \bar{w}_{1}^{-\epsilon} \bar{w}_{2}^{-\epsilon} \bar{y}^{\epsilon} 2^{1-\epsilon} \frac{\pi \epsilon}{\sin (\pi \epsilon)}-\frac{c_{1}}{2}\left[\mathrm{e}^{2 \pi i \epsilon} \bar{w}_{1}^{-2 \epsilon} \bar{y}^{\epsilon \epsilon}+\mathrm{e}^{2 \pi i \epsilon} \bar{w}_{2}^{-2 \epsilon} \bar{y}^{2 \epsilon}\right] .
\end{align*}
$$

In each line, we have translated to the common $\bar{w}_{i}>0$ and $\bar{y}>0$ variables of the $A$ topology, such that all phases are explicit (and highlighted in blue). As another example, we find for the Regge-soft limit of $\mathcal{I}_{3}$

$$
\begin{align*}
& \operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{A}\right] \rightarrow \mathrm{e}^{2 i \pi \epsilon} r_{\Gamma} \frac{\left(2 \bar{w}_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)} \quad-\frac{c_{1}}{2} \bar{w}_{1}^{-2 \epsilon} \bar{y}^{2 \epsilon}+2 r_{\Gamma} q^{-2 \epsilon} \epsilon(\log (2 \bar{y})-i \pi), \\
& \operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{B}\right] \rightarrow \quad r_{\Gamma} \frac{\left(2 \bar{w}_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)} \\
& \operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{C}\right] \rightarrow \mathrm{e}^{2 i \pi \epsilon} r_{\Gamma} \frac{\left(2 \bar{w}_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)}-\mathrm{e}^{2 i \pi \epsilon} \frac{c_{1}}{2} \bar{w}_{1}^{-2 \epsilon} \bar{w}_{1}^{-2 \epsilon}+2 r_{\Gamma} q^{-2 \epsilon} \epsilon \log (2 \bar{y}),  \tag{5.49}\\
& \operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{D}\right] \rightarrow \quad r_{\Gamma} q^{-2 \epsilon} \epsilon \log (2 \bar{y}), \\
& r_{\Gamma} \frac{\left(\frac{\left(\bar{w}_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)}-\mathrm{e}^{2 i \pi \epsilon} \frac{c_{1}}{2} \bar{w}_{1}^{-2 \epsilon} \bar{y}^{2 \epsilon}+2 r_{\Gamma} q^{-2 \epsilon} \epsilon(\log (2 \bar{y})+i \pi) .\right.}{}
\end{align*}
$$

The Regge-soft limit contributions to the in-in expectation value from the remaining masters are obtained in a similar fashion, since the formulas in (5.41) involve the same ingredients.

Finally, we can collect the four topologies into the definite-parity combinations (5.18), which control individual orders in the $1 / \bar{m}_{i}$ expansion. For odd-odd terms (e.g., order $\bar{m}_{1}^{3} \bar{m}_{2}^{3}$ ), it is easy to check in the examples (5.48) and (5.49) that the four lines with appropriate signs sum up to zero. More generally one can verify that

$$
\begin{equation*}
\operatorname{Exp}_{k}\left[\mathcal{I}_{i}^{--}\right]=0 \tag{5.50}
\end{equation*}
$$

for all master integrals in accordance with the cancellation of superclassical terms noted previously in (5.23) and (5.28). This cancellation crucially relies on including the Cut ${ }_{1^{\prime} 2^{\prime}}$ contribution, which led to the $D$ topology being complex conjugated in (5.47).

For odd-even terms (e.g., order $\bar{m}_{1}^{3} \bar{m}_{2}^{2}$ ) we generally find non-vanishing answers, for example

$$
\begin{align*}
\operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{-+}\right] & =\operatorname{Exp}_{k}\left[\mathcal{I}_{3}^{A}-\mathcal{I}_{3}^{B}+\mathcal{I}_{3}^{C}-\mathcal{I}_{3}^{D}\right]  \tag{5.51a}\\
& =\mathcal{I}_{3}^{A}-\mathcal{I}_{3}^{B}+\mathcal{I}_{3}^{C}-\left(\mathcal{I}_{3}^{D}\right)^{*}  \tag{5.51b}\\
& \rightarrow\left(\mathrm{e}^{2 \pi i \epsilon}-1\right) r_{\Gamma} \frac{\left(2 \bar{w}_{1}\right)^{-2 \epsilon}}{\cos (\pi \epsilon)}-4 \pi i r_{\Gamma} q^{-2 \epsilon} \epsilon, \tag{5.51c}
\end{align*}
$$

in the Regge-soft limit. (Note that relative signs on the first line include the effect of $\bar{y}$ in the normalization of $\mathcal{I}_{3}$ in addition to those from the propagators.) By integrating these boundary conditions order-by-order in $\epsilon$ using the differential equation, we can then obtain results for the contribution of all the master integrals to the inclusive expectation values. Working up to transcendental weight 2 (as relevant for the four-dimensional limit of observables) that is dropping $\mathcal{O}\left(\epsilon^{3}\right)$ terms in canonically normalized integrals - the integration is trivial and we finally find for all odd-even contributions (all logarithms become dimensionless after multiplying by the dimensional regularization $\left.\mu^{2 \epsilon}\right)$ :

$$
\begin{align*}
& \left\{\frac{\tilde{\mathcal{I}}_{1}^{-+}}{2 \pi i \epsilon}\right\}=1+i \pi \epsilon+\epsilon \log \frac{1}{4 \bar{w}_{1}^{2}}, \\
& \left\{\frac{\mathcal{I}_{1}^{-+}}{2 \pi i \epsilon}\right\}=-2 \pi i \epsilon+2 \epsilon \log \frac{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}+\bar{w}_{1}}{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}-\bar{w}_{1}}, \quad\left\{\frac{\mathcal{I}_{2}^{-+}}{2 \pi i \epsilon}\right\}=-2 \pi i \epsilon, \\
& \left\{\frac{\tilde{\mathcal{I}}_{2}^{-+}}{2 \pi i \epsilon}\right\}=\epsilon(i \pi-2 \eta)+\left[1+\epsilon \log \frac{\bar{y}^{2}-1}{\bar{w}_{1}^{2}}\right], \\
& \left\{\frac{\tilde{\mathcal{I}}_{2}^{\prime-+}}{2 \pi i \epsilon}\right\}=i \pi \epsilon+\left[1+\epsilon \log \frac{\bar{y}^{2}-1}{\bar{w}_{2}^{2}}\right], \\
& \left\{\frac{\mathcal{I}_{3}^{-+}}{2 \pi i \epsilon}\right\}=\epsilon(i \pi-2 \eta)+\left[-1+\epsilon \log \frac{q_{2}^{4}\left(\bar{y}^{2}-1\right)}{\bar{w}_{1}^{2}}\right], \quad\left\{\frac{\mathcal{I}_{4}^{-+}}{2 \pi i \epsilon}\right\}=i \pi \epsilon+\left[-1+\epsilon \log \frac{q_{1}^{4}\left(\bar{y}^{2}-1\right)}{\bar{w}_{2}^{2}}\right], \\
& \left\{\frac{\tilde{\mathcal{I}}_{4}^{-+}}{2 \pi i \epsilon}\right\}=1+i \pi \epsilon+\epsilon \log \frac{1}{4 \bar{w}_{2}^{2}}+[2 \epsilon \eta], \quad\left\{\frac{\mathcal{I}_{5}^{-+}}{2 \pi i \epsilon}\right\}=1+i \pi \epsilon+\epsilon \log \frac{q_{2}^{4}}{4 \bar{w}_{1}^{2} q_{1}^{4}}, \tag{5.52}
\end{align*}
$$

where $\{\ldots\}$ is a shorthand for $\operatorname{Exp}_{k}\{\cdots\}$ and $\eta=\log \left(\bar{y}+\sqrt{\bar{y}^{2}-1}\right)$. All remaining integrals vanish

$$
\begin{equation*}
\left\{\mathcal{I}_{0}^{-+}, \mathcal{I}_{0}^{\prime-+}, \tilde{\mathcal{I}}_{1}^{\prime-+}, \mathcal{I}_{1}^{\prime-+}, \mathcal{I}_{2}^{\prime-+}, \mathcal{I}_{5}^{\prime-+}\right\}=0 \tag{5.53}
\end{equation*}
$$

which can be understood from (5.28) and their lack of an $\ell \cdot \bar{v}_{1}$ cut. In (5.52), we have separated the time-ordered amplitudes outside the square brackets, while the square brackets display the additional contributions from $\mathrm{Cut}_{1^{\prime} 2^{\prime}}$ in (4.61).

As a concluding remark to this subsection, we note that computing the cut contribution (4.61) at one-loop is somewhat trivial as it is proportional to the imaginary part of certain diagrams contributing to the amplitude, by the Cutkosky rules. The situation becomes more complicated at higher loops, where there are diagrams for which Cut $_{1^{\prime} 2^{\prime}}$ is not simply related to the imaginary part of the diagram, for example


Calculations of waveforms at the next order may thus require explicit computations of cut Feynman integrals, perhaps exploiting reverse unitarity [11, 77] or other ideas.

### 5.5 Infrared divergence

The infrared divergent part of the five-point one-loop exclusive amplitudes in the eikonal limit was calculated using Weinberg's soft factors in [63-66] and shown to be have a classical
part which is a simple phase:

$$
\begin{equation*}
\left.\mathcal{M}_{3<2}^{(1-\text { loop })}\right|_{\text {div,cl. }}=\mathcal{M}_{3<2}^{(\text {tree })} \times-2 i G k \cdot\left(\bar{p}_{1}+\bar{p}_{2}\right) \log \frac{\Lambda}{\mu_{\mathrm{IR}}}, \tag{5.55}
\end{equation*}
$$

with $\Lambda \sim b^{-1}$ being a relevant momentum scale. It has a simple interpretation, as discussed in these references: it represents a classical phase shift whose $k$-derivative is a logarithmically divergent time delay in the retarded time of the observed radiation. This is simply the Shapiro time delay suffered by the massless radiation as it escapes the bodies' gravity field. If the observation is performed at a distance $r_{\mathrm{obs}} \sim \mu_{\mathrm{IR}}^{-1}$, its logarithmically divergent part is

$$
\begin{equation*}
\Delta t_{\mathrm{obs}}=-2 G \hat{k} \cdot\left(\bar{p}_{1}+\bar{p}_{2}\right) \log \frac{r_{\mathrm{obs}}}{b} \tag{5.56}
\end{equation*}
$$

with $\hat{k}^{\mu}=k^{\mu} / k^{0}$. (This $\Delta t_{\text {obs }}$ is a positive number since we work with mostly-plus signature.)
We believe that the above result, while correct for exclusive amplitudes, is incomplete in the context of inclusive radiation produced following a two-body collision, where the initial conditions are set in the far past. One must then also account for the propagation of the massive bodies towards their interaction point, which leads to an additional divergent time shift $\Delta t_{\text {in }}$.

It can be readily calculated by considering geodesics in a Schwarzschild black hole of total mass $M$ :

$$
\begin{equation*}
\mathrm{d} s^{2}=-\mathrm{d} t^{2}(1-2 G M / r)+\frac{\mathrm{d} r^{2}}{1-2 G M / r}+r^{2} \mathrm{~d} \Omega_{2}^{2} . \tag{5.57}
\end{equation*}
$$

We can write the geodesic equation in terms of the physical radial velocity $v_{r} \equiv \frac{\mathrm{~d} r / \mathrm{d} t}{1-2 G M / r}$ as:

$$
\begin{equation*}
\frac{\mathrm{d}}{\mathrm{~d} t} v_{r}=\frac{-G M}{r^{2}}\left(1-v_{r}^{2}\right)+\mathcal{O}\left(r^{-3}\right) . \tag{5.58}
\end{equation*}
$$

Integrating in a large- $r$ expansion one finds the following relation between time and radius

$$
\begin{equation*}
t=-\frac{r}{v_{\infty}}+\frac{G M}{v_{\infty}^{3}}\left(3 v_{\infty}^{2}-1\right) \log \frac{r_{\text {in }}}{r}+\mathcal{O}\left(r^{-1}\right), \tag{5.59}
\end{equation*}
$$

where we integrated from a large distance $r_{\text {in }}$ that initially separates the bodies, where their velocity is $v_{\infty}>0$. Setting $r \sim b$ gives the time shift $\Delta t_{\text {in }}$ of the point of closest approach. The coefficient of the logarithmic divergence does not depend on angular momentum, which enters only in the suppressed terms in (5.58).

The $G M$ term in (5.59) predicts a negative time shift at nonrelativistic velocities (i.e. a time advance), which is easy to understand from Newton's law since the test particle always moves slightly faster than its asymptotic velocity due to the attractive nature of gravity. At ultrarelativisitic velocities the effect flips sign and gives a time delay consistent with (5.56).

It is easy to covariantize the above result by writing the velocity in terms of rapidity, $v_{\infty}=\sqrt{1-\bar{y}^{-2}}$, and by summing up the delays of each body treated as a test particle in the field of the other, $\Delta t_{\mathrm{tot}}=\Delta t_{\mathrm{in}}+\Delta t_{\mathrm{obs}}$ (which should be complete since this is essentially linear physics). Combined with (5.56), this gives the total infrared-divergent offset in the retarded time of observed radiation:

$$
\begin{equation*}
\Delta t_{\text {tot }}=-G \hat{k} \cdot\left(\bar{p}_{1}+\bar{p}_{2}\right) \times\left(2 \log \frac{r_{\text {obs }}}{b}+\frac{2-3 \bar{y}^{-2}}{\left(1-\bar{y}^{-2}\right)^{\frac{3}{2}}} \log \frac{r_{\text {in }}}{b}\right)+\text { finite } . \tag{5.60}
\end{equation*}
$$



Figure 10. Illustration of the total time delay $\Delta t_{\mathrm{tot}}=\Delta t_{\mathrm{in}}+\Delta t_{\mathrm{obs}}$, given in (5.60), for the inclusive radiation produced in a two-body collision whose initial conditions are set in the far past. Dashed lines are tangent to asymptotic velocities. For non-relativistic objects, $\Delta t_{\text {in }}$ is a time advance.

To be clear, the physical setup here is that the bodies are sent with prescribed initial velocity when they are separated by a distance $r_{\text {in }}$, at a time such their naive (straight line) trajectories would reach closest approach near the origin. The actual point of closest approach, around which radiation is emitted, is then displaced by a logarithmically large amount $\Delta t_{\mathrm{in}}$. The radiation observed at $r_{\text {obs }}$ is further displaced by its Shapiro time delay $\Delta t_{\text {obs }}$. The spacetime picture of this scattering event is illustrated in figure 10.

The $r_{\mathrm{in}}$-dependent term in (5.60) is of course specific to the scattering problem and we expect it to cancel out when extracting an effective theory for generic orbits. This is consistent with its absence for bound orbits (see [78, 79]). While astrophysical waveform measurements are only sensitive to time differences, the above time delay is physically meaningful if one knows at which time the bodies were sent in from afar, which is by construction the case for the scattering problem set up by the KMOC formalism [1, 2]. Therefore, we believe that (5.60) is the physically correct answer for the quantity defined by (5.1).

We can use the classical physics result (5.60) to predict the infrared-divergent part of the 1-loop in-in expectation value (5.1) to be, up to $\hbar$-suppressed effects (by equating the time delay to the $k^{0}$ derivative of the phase):

$$
\begin{equation*}
\left.\operatorname{Exp}_{k}^{(1-\text { loop })}\right|_{\text {div }}=\operatorname{Exp}_{k}^{(\text {tree })} \times-i G k \cdot\left(\bar{p}_{1}+\bar{p}_{2}\right)\left(2+\frac{2-3 \bar{y}^{-2}}{\left(1-\bar{y}^{-2}\right)^{\frac{3}{2}}}\right) \log \frac{\Lambda}{\mu_{\mathrm{IR}}} . \tag{5.61}
\end{equation*}
$$

(classical prediction)
We do not expect any further infrared divergence at this order, in particular no real divergences, since the inclusive waveform should not be suppressed by the small "probability to not radiate" that is familiar for exclusive processes. The prediction (5.61) is supported nontrivially in appendix B where we compute the soft function for Wilson lines that follow the appropriate

Schwinger-Keldysh time-fold. In this picture it is also clear that this effect exponentiates to give a phase, which is simply the action of a classical configuration. The discrepancy with [63-66] is likely related to the question of time-ordered (principal-value) versus retarded propagators noted below (5.28).

### 5.6 Summary and comparison with the literature

Equations (5.52) constitute the main result of the analysis in this section: the contributions from each eikonal master integral to the in-in expectation value. These can be directly compared with the literature. For the time-ordered amplitude (the part outside square brackets), we find perfect agreement with [64, eq. (6.4)] and [63, section 6, appendix B], where the authors computed integrals with time-ordered propagators (which led to principalvalues) in accordance with the lower-left entry of (5.28). In [65], the authors used a different organization principle for their computation: they use Cutkosky rules to highlight different "Compton" cut contributions that emphasize instead the separation of the inclusive observable into real and imaginary parts. Later, the authors of [66], used yet another method, where the waveform was related to the logarithm of S-matrix. Since the two references [65, 66] had different intermediate results than the master integrals computed here, we did not directly compare our master integrals with theirs.

The agreement with the time-ordered amplitudes of [63, 64] confirms the Regge-soft limits recorded in (5.41); this is perhaps not too surprising since time-ordered amplitudes can be computed using any number of standard techniques, such as Feynman parameters. However, we stress that this is not the complete contribution to the inclusive waveform master integrals, which must also account for the terms in the square brackets of (5.52) originating from the Cut $_{1^{\prime} 2^{\prime}}$ term in (4.61). More concretely, this cut term modifies the principal-value propagator that was appropriate for time-ordered amplitudes (after summing over all topologies) to the retarded propagator displayed in the lower-right entry of (5.28). As pointed out below that equation, this outcome has a clear physical interpretation and, beyond cancelling the superclassical terms, it contributes non-trivially to classical physics by ensuring the correct causal propagation (this is also seen in impulse calculations, see, e.g., [1, 53, 80]).

An important question, which is beyond the scope of this work, is whether its inclusion affects the final waveform as opposed to just individual master integrals as considered here. From the compelling classical picture of infrared divergences presented in section 5.5, supported by the Wilson line calculation in B, we expect this to be the case. More broadly, the formalism introduced here provides a uniform method for computing scattering amplitudes and inclusive observables by directly incorporating cut contributions through boundary values of differential equations.

## 6 Conclusions

In this paper, we discussed asymptotic observables, which represent measurements that can be made from past and future infinity, in situations where an S-matrix makes sense. In the most straightforward terms, they are defined as vacuum expectation of "in" and "out" creation/annihilation operators with arbitrary operator ordering. These generalized amplitudes are still functions of on-shell momenta and the novelty is to relax the time-ordering.

Many generalized amplitudes compute interesting observables with standard names, such as inclusive production cross-sections and inclusive waveforms, or, more exotically, out-of-time-order correlators in a scattering background, as discussed in section 2.2. Many observables usually thought of as quadratic in the S-matrix are simply linear in generalized amplitudes. We anticipate that this unified viewpoint will facilitate the application of amplitude techniques to the computation of these more general observables, or even inspire the discovery of new ones. The choice of operator ordering can have dramatic physical effects, such as changing the size of the amplitude from being exponentially small to being entirely unsuppressed. As such, we find it particularly intriguing to understand all possible relations. In section 2 we classified all asymptotic measurements that can be obtained by stringing together chains of asymptotic creation and annihilation operators. This is equivalent to stringing together alternating products of $S$ and $S^{\dagger}$ operators (see (2.19)). We would like to stress that this by no means exhausts all possible ways of sewing S-matrices. While blob diagrams that are not simple chains do not have an immediate Hilbert-space interpretation, we suspect they may be important in understanding the web of connections between different asymptotic measurements.

We presented two main methods to compute asymptotic observables. The blobology approach in section 3 expresses them as products of ordinary connected (anti-)time-ordered amplitudes (the elementary "blobs") sewn by sums over on-shell intermediate states. The reduction formula approach in section 4 instead relates generalized amplitudes to the on-shell limit of amputated correlation functions, with various operator orderings, that are defined within the in-in or Schwinger-Keldysh formalism. Both techniques lead to identical cutting rules that can be applied in perturbation theory on a diagram-by-diagram basis. Diagrams simply get decorated by cuts that set some propagators on-shell (see the rules in section 4.6), not too differently from the Cutkosky rules.

In the context of the differential equation method for Feynman integrals, different choices of operator orderings simply amount to setting different boundary conditions. We demonstrated this for one-loop integrals contributing to gravitational waveforms in section 5, where we obtained all the relevant boundary values in the eikonal limit and also highlighted the physical importance of the "cut" terms required by the formalism (see section 5.4). In section 5.5 we further highlighted the differences between the infrared physics of exclusive and inclusive amplitudes.

There are several natural directions for further inquiry. Clearly, it would be useful to develop further techniques to calculate in-in type Feynman integrals. For example, do these admit convenient Schwinger parameter representations? In string perturbation theory, can generalized amplitudes be computed by considering strings on a Schwinger-Keldysh target space?

Another question is that of local analyticity [40, 81]: which combinations of generalized amplitudes are boundary values of a single analytic function at real momenta, as opposed to piecewise analytic? An example is the distinction between an ordinary amplitude $\mathcal{M}$, which can be defined with argument $s+i \varepsilon$, versus $\operatorname{Im} \mathcal{M}$, whose arguments cannot be deformed by $i \varepsilon$ globally for all $s$; at tree level $\frac{1}{-s+M^{2}}$ is a single analytic function while $\pi \delta\left(-s+M^{2}\right)$ is not. Analyticity is a powerful tool. When it holds, it alleviates the need to separately consider many kinematic regions and thresholds; instead they can be continuously connected e.g., by differential equations.

The observation that amplitudes and inclusive observables satisfy the same differential equation opens up the possibility of relating them by analytic continuations in kinematic invariants. Identifying local-analytic amplitudes should be highly relevant to understand crossing of $n$-particle amplitudes, since these are the natural endpoints of analytic continuations in complex kinematics. Does a spacetime picture of Landau singularities a la Coleman-Norton apply to generalized amplitudes, where excitations on some timefolds propagate backward in time? We leave these questions for future work.
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## A Differential equations and boundary conditions for the eikonal integrals

In this appendix, we provide a subset of the differential equations, along with the boundary conditions in the Regge-soft regime, satisfied by the basis of master integrals (5.38a)-(5.39c) for the family defined in (5.12), relevant to the gravity waveform calculation discussed in section 5. For example, we have found that

$$
\left.\mathrm{d}\left(\begin{array}{c}
\tilde{\mathcal{I}}_{1}  \tag{A.1}\\
\tilde{\mathcal{I}}_{2} \\
\mathcal{I}_{0} \\
\mathcal{I}_{1} \\
\mathcal{I}_{2}
\end{array}\right)=\epsilon\left(\begin{array}{cccc}
{\left[\bar{w}_{1}^{-2}\right]} & 0 & 0 & 0 \\
0 \\
{\left[\mathrm{e}^{-2 \eta}\right]} & {\left[\frac{\sinh ^{2} \eta}{\bar{w}_{1}^{2}}\right]} & 0 & 0 \\
0 & 0 & {\left[q_{2}^{-2}\right]} & 0 \\
0 & 0 & -\left[\frac{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}+\bar{w}_{1}}{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}-\bar{w}_{1}}\right] \\
2\left[\frac{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}+\bar{w}_{1}}{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}-\bar{w}_{1}}\right] & 0 & 0 \\
0 & 0 & 0 & 0
\end{array}\right) \cdot\left[\begin{array}{c}
q_{2}^{2}+\bar{w}_{1}^{2}
\end{array}\right] \begin{array}{c}
0 \\
\left.q_{1}^{-2}\right]
\end{array}\right) \cdot\left(\begin{array}{c}
\tilde{\mathcal{I}}_{1} \\
\tilde{\mathcal{I}}_{2} \\
\mathcal{I}_{0} \\
\mathcal{I}_{1} \\
\mathcal{I}_{2}
\end{array}\right) .
$$

Here, $[x]=\mathrm{d} \log x$ and $\eta=\cosh ^{-1} y$ is the rapidity. The remaining differential equations (with $\mathcal{I}_{6}$ omitted since it only starts contributing at $\mathcal{O}(\epsilon)$ in an expansion around $\mathrm{D}=4-2 \epsilon$ dimensions) which are independent up to permutations, are

$$
\begin{align*}
\frac{\mathrm{d} \tilde{\mathcal{I}}_{4}}{\epsilon}= & {\left[\frac{\left(\bar{w}_{1}-\mathrm{e}^{\eta} \bar{w}_{2}\right)\left(\bar{w}_{1}-\mathrm{e}^{-\eta} \bar{w}_{2}\right)}{\bar{w}_{1} \bar{w}_{2}}\right]\left(\tilde{\mathcal{I}}_{4}-\tilde{\mathcal{I}}_{1}-\tilde{\mathcal{I}}_{1}^{\prime}\right)+\left[\frac{\bar{w}_{1}}{\bar{w}_{2}}\right]\left(\tilde{\mathcal{I}}_{1}-\tilde{\mathcal{I}}_{1}^{\prime}\right) } \\
& +\left[\frac{\bar{w}_{1}-\mathrm{e}^{\eta} \bar{w}_{2}}{\bar{w}_{1}-\mathrm{e}^{-\eta} \bar{w}_{2}}\right] \tilde{\mathcal{I}}_{2}+\left[\frac{\bar{w}_{2}-\mathrm{e}^{\eta} \bar{w}_{1}}{\bar{w}_{2}-\mathrm{e}^{-\eta} \bar{w}_{1}}\right] \tilde{\mathcal{I}}_{2}^{\prime}+\left[\frac{1}{\bar{w}_{1} \bar{w}_{2}}\right] \tilde{\mathcal{I}}_{4},  \tag{A.2}\\
\frac{\mathrm{~d} \mathcal{I}_{3}}{\epsilon}= & {\left[e^{-2 \eta}\right]\left(\tilde{\mathcal{I}}_{1}-\mathcal{I}_{0}\right)+\left[\frac{q_{2}^{2} \sinh ^{2} \eta-\bar{w}_{1}^{2}}{\bar{w}_{1}^{2}}\right] \tilde{\mathcal{I}}_{2}+\left[\frac{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}} \tanh \eta-\bar{w}_{1}}{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}} \tanh \eta+\bar{w}_{1}}\right] \mathcal{I}_{1} } \\
& +\left[\frac{q_{2} \sinh \eta-\bar{w}_{1}}{q_{2} \sinh \eta+\bar{w}_{1}}\right] \mathcal{I}_{2}^{\prime}+\left[\frac{q_{2}^{2} \sinh ^{2} \eta-\bar{w}_{1}^{2}}{q_{2}^{4} \sinh ^{2} \eta}\right] \mathcal{I}_{3}, \tag{A.3}
\end{align*}
$$

$$
\begin{align*}
\frac{\mathrm{d} \mathcal{I}_{5}}{\epsilon}= & {\left[\frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}-4 q_{1}^{2} \bar{w}_{1}^{2}}{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}}\right]\left(\mathcal{I}_{0}-\mathcal{I}_{0}^{\prime}\right)+\left[\frac{\left(q_{1}^{2}-q_{2}^{2}\right)^{2}-4 q_{1}^{2} \bar{w}_{1}^{2}}{q_{2}^{4}}\right]\left(\mathcal{I}_{5}-\tilde{\mathcal{I}}_{1}\right)+\left[\frac{q_{2}^{4}}{q_{1}^{4} \bar{w}_{1}^{2}}\right] \mathcal{I}_{5} } \\
& +\left[\frac{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}-\bar{w}_{1}}{\sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}+\bar{w}_{1}} \frac{\left(q_{1}^{2}-q_{2}^{2}\right) \sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}-\left(q_{1}^{2}+q_{2}^{2}\right) \bar{w}_{1}}{\left(q_{1}^{2}-q_{2}^{2}\right) \sqrt{q_{2}^{2}+\bar{w}_{1}^{2}}+\left(q_{1}^{2}+q_{2}^{2}\right) \bar{w}_{1}}\right] \mathcal{I}_{1}+\left[\frac{q_{2}^{2}-q_{1}^{2}-2 \sqrt{q_{1}^{2}} \bar{w}_{1}}{q_{2}^{2}-q_{1}^{2}+2 \sqrt{q_{1}^{2}} \bar{w}_{1}}\right] \mathcal{I}_{2} . \tag{A.4}
\end{align*}
$$

The differential equations (A.1)-(A.4) enable us to expand the integrals in $\epsilon$, given their value at some boundary point as explain in the main text.

Next, we elaborate on how these boundary values were obtained. In particular, we show how to use the method of regions [67-69] to compute the Regge-soft limit of the $\tilde{\mathcal{I}}_{2}^{A}$ triangle from (5.41) (with usual time-ordered $i \varepsilon$ ). After Schwinger-parametrizing and integrating out the loop momenta [81, appendix A], we can write the expression for $\tilde{\mathcal{I}}_{2}^{A}$ as,

$$
\begin{equation*}
\tilde{\mathcal{I}}_{2}^{A}=2 \epsilon^{2} \bar{y} \mathrm{e}^{\epsilon \gamma_{E}} \Gamma(1+\epsilon) \int_{0}^{\infty} \frac{\mathrm{d}^{3} \alpha_{e}}{\mathrm{GL}(1)} \frac{\alpha_{2}^{-1+2 \epsilon}}{\left[\alpha_{1}^{2}+\alpha_{3}^{2}-2 \alpha_{1}\left(\bar{w}_{1} \alpha_{2}+\bar{y} \alpha_{3}\right)\right]^{1+\epsilon}} \tag{A.5}
\end{equation*}
$$

To parametrize the Regge-soft limit, we solve for the potentially divergent regions as $\bar{y} \rightarrow \infty$ and $\bar{w}_{1} \rightarrow 0$, with the method of $[69,70]$. In the gauge fixing where $\alpha_{3}=1$, we find that the following scalings contribute to the Regge soft limit,

$$
\begin{array}{ll}
\text { scaling 1: } & \left(\alpha_{1}, \alpha_{2}\right) \rightarrow\left(\bar{w}_{1} \alpha_{1}, \bar{w}_{1}^{-2} \alpha_{2}\right) \\
\text { scaling 2: } & \left(\alpha_{1}, \alpha_{2}\right) \rightarrow\left(\bar{w}_{1}^{-1} \alpha_{1}, \bar{w}_{1}^{-2} \alpha_{2}\right) \tag{A.7}
\end{array}
$$

with $\bar{w}_{1} \rightarrow 0$, and we assume here that $\frac{1}{\bar{y}}$ goes to zero at the same rate as $\bar{w}_{1}$. (In general the limits should be taken sequentially, with $y \rightarrow \infty$ after $\bar{w}_{i} \rightarrow 0$ as mentioned in the main text, but this does not affect this particular diagram hence we take both limits in one step here.) For both scalings, we change variables according to (A.7) and expand to leading order in $\bar{w}_{1}$. For the first one, the leading-order expansion is

$$
\begin{align*}
\left.\tilde{\mathcal{I}}_{2}^{A}\right|_{\text {scaling } 1} & =2 \epsilon^{2} \bar{y} \mathrm{e}^{\epsilon \gamma_{E}} \Gamma(1+\epsilon) \int_{0}^{\infty} \mathrm{d} \alpha_{1} \mathrm{~d} \alpha_{2} \frac{\alpha_{2}^{-1+2 \epsilon}}{\left[1-2 \alpha_{1}\left(\bar{w}_{1} \alpha_{2}+\bar{y}\right)\right]^{1+\epsilon}}  \tag{A.8a}\\
& =-\frac{c_{1}}{2} W_{1}^{-2 \epsilon} Y^{2 \epsilon} \tag{A.8b}
\end{align*}
$$

while for the second one the expansion is

$$
\begin{align*}
\left.\tilde{\mathcal{I}}_{2}^{A}\right|_{\text {scaling } 2} & =2 \epsilon^{2} \bar{y} \mathrm{e}^{\epsilon \gamma_{E}} \Gamma(1+\epsilon) \int_{0}^{\infty} \mathrm{d} \alpha_{1} \mathrm{~d} \alpha_{2} \frac{\alpha_{2}^{-1+2 \epsilon}}{\left[\alpha_{1}^{2}-2 \alpha_{1}\left(\bar{w}_{1} \alpha_{2}+\bar{y}\right)\right]^{1+\epsilon}}  \tag{A.9a}\\
& =r_{\Gamma} \frac{\left(2 W_{1}\right)^{-2 \epsilon}}{2 \cos (\pi \epsilon)} \tag{A.9b}
\end{align*}
$$

Adding the two contributions (A.8b) and (A.9b) confirms the limit in (5.41) from the main text.

## B Schwinger-Keldysh soft factors and infrared divergences of $\operatorname{Exp}_{k}$

Here we study the infrared divergences of the inclusive waveform $\operatorname{Exp}_{k}$ defined in (5.1) in the classical limit. As usual, infrared divergences come from asymptotic regions where all particles follow approximately straight lines, and interact weakly with each other through


Figure 11. Example Schwinger-Keldysh contours for the time-ordered (left) and inclusive (right), where the graviton is emitted from the heavy line 1 . Zooming out, we have five straight Wilson lines which meet at a common vertex on the first (type-I) timefold. The folds are glued on an arbitrary spacelike surface $\Sigma$ outside the past lightcone of the observation, after which particles $1^{\prime}, 2^{\prime}$ continue toward the past along the type-II fold.
exchange of gravitons. Since gravity is free in the infrared, it suffices to work in the linearized theory. Expanding the metric around Minkowski as $g_{\mu \nu}=\eta_{\mu \nu}+2 h_{\mu \nu}$, one can write the soft region contribution to a generic amplitude in terms of gravitational Wilson lines (see for example [82, 83]):

$$
\begin{equation*}
\operatorname{Exp}_{k}^{(\text {soft })} \equiv\langle 0| \mathcal{C} \exp \left[i \sum_{i} \int \mathrm{~d} \tau p_{i}^{\mu} p_{i}^{\nu} h_{\mu \nu}\left(\tau p_{i}\right)\right]|0\rangle_{h} \tag{B.1}
\end{equation*}
$$

where the average is computed using the path integral of linearized gravity. The Wilson lines meet at the origin.

When using the standard time-ordered product, (B.1) leads to the usual infrared divergent Weinberg factor for exclusive amplitudes. In the classical limit relevant to $1^{\prime} 2^{\prime} k \leftarrow 12$ graviton emission, it was shown in [63-66] to reduce to a purely superclassical term (argued to cancel out for inclusive observables), plus the classical term recorded in (5.55) of the main text. As we show here, the appropriate Wilson lines for inclusive observables follow different paths which leads to the different result (5.61).

The novel aspect of the inclusive waveform is that the two heavy bodies after the collision, $1^{\prime}$ and $2^{\prime}$, never reach future infinity. Rather, they return to past infinity along the second Schwinger-Keldysh fold. The appropriate straight-line trajectories are shown in figure 11.

We are interested in the classical limit, where $p_{1}-p_{1}^{\prime}=q_{1} \sim \hbar$ and the particles following the two folds follow approximately the same trajectory. Moreover, the difference between the gravity fields is suppressed, $h^{\mathrm{I}}-h^{\mathrm{II}} \sim \hbar$. Therefore, in the classical limit it is natural to combine the sources from particles 1 and $1^{\prime}$ in (B.1) into difference and average fields:

$$
\begin{equation*}
p_{1}^{\mu} p_{1}^{\nu} h_{\mu \nu}^{\mathrm{I}}\left(\tau p_{1}\right)-p_{1^{\prime}}^{\mu} p_{1^{\prime}}^{\nu} h_{\mu \nu}^{\mathrm{II}}\left(\tau p_{1^{\prime}}\right)=\bar{p}_{1}^{\mu} \bar{p}_{1}^{\nu} h_{\mu \nu}^{\mathrm{II}-\mathrm{II})}\left(\tau \bar{p}_{1}\right)+q_{1} \cdot \frac{\partial}{\partial p_{1}} \bar{p}_{1}^{\mu} \bar{p}_{1}^{\nu} h_{\mu \nu}^{\mathrm{avg}}\left(\tau \bar{p}_{1}\right)+\mathcal{O}\left(\hbar^{2}\right), \tag{B.2}
\end{equation*}
$$

with $h^{\text {avg }}=\frac{1}{2}\left(h^{\mathrm{I}}+h^{\mathrm{II}}\right)$ the average field. Thus

$$
\begin{gather*}
\operatorname{Exp}_{k}^{(\text {soft })}=\langle 0| \mathcal{C} \exp \left[i \int_{-\infty}^{\Sigma} \mathrm{d} \tau \bar{p}_{1}^{\mu} \bar{p}_{1}^{\nu} h_{\mu \nu}^{(\mathrm{I}-\mathrm{II})}\left(\tau \bar{p}_{1}\right)+i \int_{-\infty}^{0} \mathrm{~d} \tau q_{1} \cdot \frac{\partial}{\partial p_{1}} \bar{p}_{1}^{\mu} \bar{p}_{1}^{\nu} h_{\mu \nu}^{\mathrm{avg}}\left(\tau \bar{p}_{1}\right)\right. \\
\left.+(1 \leftrightarrow 2)+i \int_{0}^{\infty} \mathrm{d} \tau k^{\mu} k^{\nu} h_{\mu \nu}^{\mathrm{I}}(\tau k)\right]|0\rangle_{h} . \tag{B.3}
\end{gather*}
$$

Note that all terms are purely classical so there is no need to expand to further orders. The cutoff $\Sigma$ is the "turning point" of the Schwinger-Keldysh contour, which can be an arbitrary spacelike surface outside the past lightcone of the observation point (possibly a surface of constant lightcone time), as depicted in figure 11.

Taking Wick contractions, two-point functions of difference fields vanish and classical effects will only arise from the retarded propagator. Using the familiar combinatorics of Wick contractions, we can thus write the expectation value (B.3) as an exponential involving retarded two-point functions, up to $\hbar$ suppressed effects:

$$
\begin{align*}
\operatorname{Exp}_{k}^{\text {(soft) }}=\exp [\langle 0| \mathcal{C} & \left(i \int_{-\infty}^{\Sigma} \mathrm{d} \tau q_{2} \cdot \frac{\partial}{\partial \bar{p}_{2}} \bar{p}_{2}^{\mu} \bar{p}_{2}^{\nu} h_{\mu \nu}^{\text {avg }}\left(\tau \bar{p}_{2}\right)+i \int_{0}^{\infty} \mathrm{d} \tau k^{\mu} k^{\nu} h_{\mu \nu}^{\mathrm{I}}(\tau k)\right)  \tag{B.4}\\
& \left.\left(i \int_{-\infty}^{\delta} \mathrm{d} \tau^{\prime} \bar{p}_{1}^{\rho} \bar{p}_{1}^{\sigma} h_{\rho \sigma}^{(\mathrm{I}-\mathrm{II})}\left(\tau^{\prime} \bar{p}_{1}\right)\right)|0\rangle_{h}+(1 \leftrightarrow 2)\right] .
\end{align*}
$$

Here we have dropped self-energy terms (i.e., the eikonal phase from particle 1 moving in its own field), which vanish in dimensional regularization. In harmonic gauge, the retarded two-point function is simply:

$$
\begin{align*}
\langle 0| \mathcal{C}\left\{h_{\mu \nu}^{\mathrm{avg}}(x) h_{\rho \sigma}^{(\mathrm{I}-\mathrm{II})}(y)\right\}|0\rangle_{h} & =4 \pi G \int \frac{\mathrm{~d}^{\mathrm{D}} p}{(2 \pi)^{\mathrm{D}}} \frac{-i e^{i p \cdot(x-y)}}{p^{2}-i \varepsilon p^{0}}\left(\eta_{\mu \rho} \eta_{\nu \sigma}+\eta_{\mu \sigma} \eta_{\nu \rho}-\frac{2 \eta_{\mu \nu} \eta_{\rho \sigma}}{\mathrm{D}-2}\right) \\
& =-2 i G \delta_{+}\left[(x-y)^{2}\right]\left(\eta_{\mu \rho} \eta_{\nu \sigma}+\eta_{\mu \sigma} \eta_{\nu \rho}-\eta_{\mu \nu} \eta_{\rho \sigma}\right) \quad(\mathrm{D}=4) . \tag{B.5}
\end{align*}
$$

The representation (B.4) admits a simple physical interpretation: the integrals over the difference fields times retarded function simply create the classical Coulomb field of the incoming particles. Specifically,

$$
\begin{equation*}
\left\langle h^{\mu \nu}(x)\right\rangle_{i} \equiv\langle 0| h_{\mu \nu}^{\mathrm{avg}}(x)\left(i \int_{-\infty}^{\Sigma} \mathrm{d} \tau^{\prime} \bar{p}_{i}^{\rho} \bar{p}_{i}^{\sigma} h_{\rho \sigma}^{(\mathrm{I}-\mathrm{II})}\left(\tau^{\prime} \bar{p}_{i}\right)\right)|0\rangle_{h}=G \bar{m}_{i} \frac{2 \bar{v}_{i}^{\mu} \bar{v}_{i}^{\nu}+\eta^{\mu \nu}}{\sqrt{x^{2}+\left(\bar{v}_{i} \cdot x\right)^{2}}} . \tag{B.6}
\end{equation*}
$$

This is nothing but a covariant form of the far-field Schwarzschild metric. Thus the soft factor (B.4) for the inclusive observable, in the classical limit, can be written as

$$
\begin{align*}
\operatorname{Exp}_{k}^{(\text {soft })}= & \exp \left[i q_{2}\right. \tag{B.7}
\end{align*} \quad \frac{\partial}{\partial \bar{p}_{2}} \int_{-\infty}^{\Sigma} \mathrm{d} \tau \bar{p}_{2}^{\mu} \bar{p}_{2}^{\nu}\left\langle h_{\mu \nu}\left(\tau \bar{p}_{2}\right)\right\rangle_{1} . ~\left(i \int_{0}^{\infty} \mathrm{d} \tau k^{\mu} k^{\nu}\left\langle h_{\mu \nu}(\tau k)\right\rangle_{1}+(1 \leftrightarrow 2)\right] .
$$

The integrals are both logarithmically divergent:

$$
\begin{align*}
\int \mathrm{d} \tau \bar{p}_{2}^{\mu} \bar{p}_{2}^{\nu}\left\langle h_{\mu \nu}\left(\tau \bar{p}_{2}\right)\right\rangle_{1} & =G \bar{m}_{1} \bar{m}_{2} \frac{2 \bar{y}^{2}-1}{\sqrt{\bar{y}^{2}-1}} \int_{-\tau_{\max }}^{-\tau_{\min }} \frac{\mathrm{d} \tau}{|\tau|},  \tag{B.8}\\
\int \mathrm{d} \tau k^{\mu} k^{\nu}\left\langle h_{\mu \nu}(\tau k)\right\rangle_{1} & =-2 G k \cdot \bar{p}_{1} \int_{\tau_{\min }}^{\tau_{\max }} \frac{\mathrm{d} \tau}{\tau} . \tag{B.9}
\end{align*}
$$

Plugging back into (B.7) and performing the derivatives, we obtain the expression for the infrared-divergent part of the soft factor:

$$
\begin{equation*}
\operatorname{Exp}_{k}^{(\text {soft })}=\exp \left[-i G k \cdot\left(\bar{p}_{1}+\bar{p}_{2}\right)\left(2+\frac{2-3 \bar{y}^{-2}}{\left(1-\bar{y}^{-2}\right)^{\frac{3}{2}}}\right) \log \frac{\tau_{\max }}{\tau_{\min }}\right] . \tag{B.10}
\end{equation*}
$$

This agrees perfectly with the infrared divergence predicted in (5.61) using the classical geodesic motion of particles in the Schwarzschild metric. In fact, the calculations are easily map into each other since we showed how the expectation value of Wilson lines in (B.3) reduces, up to $\hbar$ corrections, to the eikonal phase (B.7) of particles moving in the classical field sourced by the others. The one-loop divergences exponentiate because the graviton field is Gaussian in the infrared.
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[^0]:    ${ }^{1}$ To avoid clutter, we treat all particles as bosons and lump momentum, spin and flavor into a single subscript $i$. With fermions, one should replace certain commutators by anticommutators where appropriate.

[^1]:    ${ }^{2}$ Physical setups where asymptotic states carry nontrivial topology include anyons in three-dimensional Chern-Simons theories or dyons in four-dimensional $U(1)$ gauge theories, see [12-14] and references therein.

[^2]:    ${ }^{3}$ Note that some of the literature from the last century (see, e.g., refs. [21-23]) used a similar but slightly different notation, in which the blobs for $i \mathcal{M}$ were denoted with a " + " and the blobs for $i \mathcal{M}^{\dagger}$ were denoted with a "-" and had an overall minus sign. Our notation makes all factors as explicit as possible.

[^3]:    ${ }^{4}$ It is important that $\mathcal{T}$ is defined from its operation on the underlying fields $\phi$, such that derivatives can act on $\theta$-functions as well: $\mathcal{T}\{j(x) \cdots\} \equiv i\left(-\partial_{x}^{2}+m^{2}\right) \mathcal{T}\{\phi(x) \cdots\}$. This ensures that the total-derivative argument (4.6) continues to hold for $\mathcal{T}$ products. Physically, allowing the derivatives to act on $\theta$ is necessary to correctly account for interaction vertices at which two or more external legs meet; see [36] for a recent discussion.

[^4]:    ${ }^{5}$ The identity (4.17) is a special case of eq. (37) in a second LSZ paper [37].

[^5]:    ${ }^{6}$ This could be written using fields only with the retarded product (4.26b): $\mathcal{R}_{3}\left\{j_{3} j_{2}\right\}|1\rangle=\mathcal{R}_{3}\left\{j_{1} j_{2} j_{3}\right\}|0\rangle$.

[^6]:    ${ }^{7}$ The $n$-point retarded products seem to have been first defined in a high-energy context in [37] following earlier work by Polkinghorne [48]. Note that the "generalized" retarded products of [27, 28] are more general: they include products of retarded products and span the same set as (4.1).

[^7]:    ${ }^{8}$ Recall that, physically, the retarded Green's function can be viewed as propagating forward in time, while the advanced Green's function travels backward in time. Thus, the retarded one originates from a source (retarded) in past time, and the advanced one originates from a source (advanced) in the future.

[^8]:    ${ }^{9}$ The Coulomb contribution can, of course, also be understood taking Weinberg's soft factor slightly off-shell in (4.41), which we believe is effectively what is done in [60]. However, in formulas involving on-shell real momenta such as (4.45), matrix elements $\left\langle 1^{\prime}\right| a_{p}|1\rangle$ are strictly zero and we believe that singularities near $p^{0}=0$ in on-shell integrals (4.44) are to be regulated by going to $\mathrm{D}=4-2 \epsilon$ spacetime dimensions rather than by an $i \varepsilon$ prescription. The end result for potentials is the same, of course, due to the identity (4.43).

[^9]:    ${ }^{10}$ Note that there is no need to explicitly consider other one-loop diagrams here as they can be obtained from the ones (and their subtopologies) we just mentioned, either from IBPs or partial fraction identities (see [63, eq. (4.20)] for instance).

[^10]:    ${ }^{11}$ Integrals with $a_{2} \leqslant 0$ or $a_{5} \leqslant 0$ can be viewed as members of several topologies. To keep the notation uniform, we will assume with no loss of generality that the corresponding $c_{i}$ 's have been chosen such that (5.3) holds. Note also that the G's defined in (5.2) are real in Euclidean kinematics and so the coefficients $c_{i}$ in (5.3) that arise from Feynman rules would be purely imaginary.

[^11]:    ${ }^{12}$ We warn the reader that our precise definitions differ by various constants and we also use the opposite metric signature.
    ${ }^{13}$ The order of limits is important. Other scalings could be considered, for example one could take the limit with $w_{i} y$ fixed, however these generally lead to more complicated formulas.

