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## 1 Introduction

Krylov complexity is proposed as a new diagnostic for chaos in [2]. It is defined for each local operator $\mathcal{O}$ and it captures how that local operator $\mathcal{O}$ keeps changing in a time evolution in the subspace of operator algebra, called Krylov subspace. It is conjectured that in a chaotic system, Krylov complexity grows exponentially in time. The famous example which shows exponential growth is the SYK model [3, 4], which is known to show chaotic behavior in the low-temperature limit. For other literature, see for examples [5-62].

To understand the nature of the Krylov complexity better, it is desirable to work out what model shows the exponential behavior of the Krylov complexity. In the previous paper, [1], we study the Krylov complexity of the IP matrix model [63] both at zerotemperature limit $(T=0)$ and also at the infinite-temperature limit $(T=\infty)$. The IP matrix model is a simple large $N$ matrix model, introduced previously as a toy model of the gauge theory dual of an AdS black hole. At finite $N$, this model is an interacting finite number of harmonic oscillators; thus, nothing strange can happen. However, only in the large $N$ limit, this model shows key signatures of thermalization and information loss: even though the spectrum is discrete at zero temperature, in the high-temperature limit, its spectrum becomes continuous and gapless and the Green function decays exponentially in time, indicating information loss. How the spectrum changes from the zero-temperature discrete one to the infinite temperature continuum and gapless one is quite nontrivial.

In the previous paper [1], our focus is both zero-temperature limit and infinite-temperature limit, and we showed that at the infinite temperature limit, the Lanczos coefficients $b_{n}$ grow linearly in $n$ with logarithmic corrections, which is one of the fastest growth under certain conditions. Krylov complexity then grows exponentially in time as $\sim \exp (\mathcal{O}(\sqrt{t}))$. These show that the IP model at sufficiently high temperatures is chaotic, and as far as we are aware, this exponential growth of the Krylov complexity is the first example found in the large $N$ matrix model.

This paper aims to fill the gap between $T=0$ and $T=\infty$. We study more in detail about the Lanczos coefficients and the Krylov complexity, especially at finite nonzero temperatures. In the temperature range between $T=0$ and $T=\infty$, the spectrum changes from discrete to continuous but dependent on the temperatures the spectrum shows gaps at low temperatures but these gaps close at high temperatures.

The organization of this work is as follows. After a short summary of the results of previous papers [1] in section 2, we study the Lanczos coefficients and the Krylov complexity based on toy models that capture the essential features of the IP model at finite temperature in section 3. Section 4 is for numerical analysis of the IP model. We also study the Lanczos coefficients and the Krylov complexity for the IOP model [64] in section 5. We end with conclusions and speculation in section 6. Appendix A is for the basics of Lanczos coefficients and Krylov complexity.

## 2 Review of IP matrix model, Lanczos coefficient and Krylov complexity

We briefly review a spectrum of the IP matrix model, the Lanczos coefficients, and the Krylov complexity in both $T=0$ and $T=\infty$ limit. For more details, see [1].

### 2.1 The IP matrix model

IP model contains a Hermitian matrix field $X_{i j}(t)$ and a complex vector field $\phi_{i}(t) . X_{i j}(t)$ and $\phi_{i}(t)$ are harmonic oscillators with masses $m$ and $M$, in the $\mathrm{U}(N)$ adjoint and fundamental representations, respectively. They obey the conventional quantization condition,

$$
\begin{equation*}
\left[X_{i j}, \Pi_{k l}\right]=i \delta_{i l} \delta_{j k}, \quad\left[\phi_{i}, \pi_{j}\right]=i \delta_{i j} . \tag{2.1}
\end{equation*}
$$

The Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{2} \operatorname{Tr}\left(\Pi^{2}\right)+\frac{m^{2}}{2} \operatorname{Tr}\left(X^{2}\right)+M\left(a^{\dagger} a+\bar{a}^{\dagger} \bar{a}\right)+g\left(a^{\dagger} X a+\bar{a}^{\dagger} X^{T} \bar{a}\right) \tag{2.2}
\end{equation*}
$$

where $a_{i}^{\dagger}$ and $a_{i}$ are creation/annihilation operator for a vector field $\phi_{i}$,

$$
\begin{equation*}
a_{i}=\frac{\pi_{i}^{\dagger}-i M \phi_{i}}{\sqrt{2 M}}, \quad \bar{a}_{i}=\frac{\pi_{i}-i M \phi_{i}^{\dagger}}{\sqrt{2 M}} \tag{2.3}
\end{equation*}
$$

We consider the following time-ordered Green's function for the fundamental as observable,

$$
\begin{equation*}
e^{i M\left(t-t^{\prime}\right)}\left\langle\mathrm{T} a_{i}(t) a_{j}^{\dagger}\left(t^{\prime}\right)\right\rangle_{T}:=\delta_{i j} G\left(T, t-t^{\prime}\right) \tag{2.4}
\end{equation*}
$$

where $T$ is temperature. We always consider the limit $M \gg m>0^{1}$ and $M \gg T$. With 't Hooft coupling $\lambda:=g^{2} N$, the Schwinger-Dyson equations for the fundamental in the large $N$ limit becomes

$$
\begin{equation*}
\tilde{G}(\omega)=\tilde{G}_{0}(\omega)-\lambda \tilde{G}_{0}(\omega) \tilde{G}(\omega) \int_{-\infty}^{\infty} \frac{d \omega^{\prime}}{2 \pi} \tilde{G}\left(\omega^{\prime}\right) \tilde{K}\left(T, \omega-\omega^{\prime}\right) \tag{2.5}
\end{equation*}
$$

where $\tilde{G}$ is a dressed propagator and $\tilde{G}_{0}$ is a temperature-independent bare propagator,

$$
\begin{equation*}
\tilde{G}_{0}=\frac{i}{\omega+i \epsilon} \tag{2.6}
\end{equation*}
$$

$\tilde{K}$ is a thermal propagator for $X_{i j}$, given by

$$
\begin{equation*}
\tilde{K}(T, \omega)=\frac{i}{1-e^{-m / T}}\left(\frac{1}{\omega^{2}-m^{2}+i \epsilon}-\frac{e^{-m / T}}{\omega^{2}-m^{2}-i \epsilon}\right) \tag{2.7}
\end{equation*}
$$

which is free since the backreaction of $X_{i j}$ on $\phi_{i}$ is suppressed by $1 / N$. Using the fact that the time-ordered correlator $G(T, t)$ vanishes at $t<0$ in the limit $M \gg T$, by closing the contour in the upper half-plane, we have

$$
\begin{equation*}
\tilde{G}(T, \omega-m)-\frac{4}{\nu_{T}^{2}} \frac{1}{\tilde{G}(T, \omega)}+e^{-m / T} \tilde{G}(T, \omega+m)=\frac{4 i \omega}{\nu_{T}^{2}} \tag{2.8}
\end{equation*}
$$

where

$$
\begin{equation*}
\nu_{T}^{2}:=\frac{\nu^{2}}{1-e^{-m / T}}, \quad \nu^{2}:=\frac{2 \lambda}{m} . \tag{2.9}
\end{equation*}
$$

Since the real part of $\tilde{G}$ is a spectral density, defining

$$
\begin{equation*}
\operatorname{Re} \tilde{G}(T, \omega)=\pi F(\omega) \tag{2.10}
\end{equation*}
$$

[^0]$F(\omega)$ is the spectral density. Then eq. (2.8) reduces to
\[

$$
\begin{equation*}
F(\omega-m)-\frac{4}{\nu_{T}^{2}|\tilde{G}(T, \omega)|^{2}} F(\omega)+e^{-m / T} F(\omega+m)=0 \tag{2.11}
\end{equation*}
$$

\]

This recursion relation is the key equation of the model. If $F\left(\omega_{0}\right)=0$ at some $\omega=\omega_{0}$, then $F\left(\omega_{0} \pm m\right)=0$ as well. Inversely if $F\left(\omega_{0}\right) \neq 0$ at some $\omega=\omega_{0}$, then $F\left(\omega_{0} \pm m\right) \neq 0$, and thus, there are infinite amounts of cuts in both positive $\omega$ as well as negative $\omega$.

The fact that each cut is accompanied by an unbounded series of additional cuts in both positive and negative $\omega$ directions can be seen by employing proof by contradiction as follows; suppose the branch cuts continue only up to $\omega=\omega_{0}$. In other words, suppose that

$$
\begin{equation*}
F\left(\omega_{0}\right) \neq 0, \quad \text { but } \quad F\left(\omega_{0}+m\right)=0 \quad \text { at some } \omega_{0} \tag{2.12}
\end{equation*}
$$

Then setting $\omega=\omega_{0}+m$ in (2.11), we obtain

$$
\begin{equation*}
F\left(\omega_{0}\right)+e^{-m / T} F\left(\omega_{0}+2 m\right)=0 \tag{2.13}
\end{equation*}
$$

However, due to the positivity of $F\left(\omega_{0}\right)$, this immediately implies $F\left(\omega_{0}\right)=0$, which is in contradiction. Similarly one can show that there is no bound on the lower $\omega$ direction as well. Thus, each cut is always accompanied by an unbounded series of additional cuts, and this fact plays a key role in the Lanczos coefficients and the Krylov complexity analysis. Note that the structure that there is an infinite amount of $m$-translated cut exists only in nonzero temperature. $T=0$ is special since there are poles and $|\tilde{G}(T, \omega)|$ diverges. But in nonzero $T>0$, the pole disappears.

### 2.2 The spectral density

The IP model spectrum for $m \neq 0$ changes drastically from collections of discrete poles at $T=0$ to continuum and gapless spectrum at $T=\infty$. See $[1,63]$ for detail. Here we comment $T=0$ and $T=\infty$ results.

### 2.2.1 Zero temperature: $\boldsymbol{T}=\mathbf{0}$

In the zero temperature case, one can solve this equation analytically by mapping the equation to the Bessel recursion relation based on the canonical calculation [63],

$$
\begin{equation*}
\tilde{G}(\omega)=-\frac{2 i}{\nu} \frac{J_{-\omega / m}(\nu / m)}{J_{-1-\omega / m}(\nu / m)} \tag{2.14}
\end{equation*}
$$

where $J$ is a Bessel function The spectrum is determined by the pole of $\tilde{G}(\omega)$ which is discrete for nonzero $m>0$. There are infinite poles, which are determined by the zeros of the denominator.

### 2.2.2 Infinite temperature limit: $T=\infty$

In the infinite temperature limit, $T=\infty$, the recursion relation (2.11) becomes

$$
\begin{equation*}
F(\omega-m)-\frac{4}{\nu_{T}^{2}|\tilde{G}(T, \omega)|^{2}} F(\omega)+F(\omega+m)=0 \tag{2.15}
\end{equation*}
$$

This recursion relation is symmetric between $\omega \rightarrow \infty$ to $\omega \rightarrow-\infty$. Furthermore, there are $m$ shifted structure: if $F\left(\omega_{0}\right) \neq 0$ at some $\omega=\omega_{0}$, then $F\left(\omega_{0} \pm m\right) \neq 0$. In fact, as we increase the temperature, the spectrum change from collections of poles to collections of branch cuts, and finally these cuts merge and the spectrum becomes gapless and continuous [1, 63]. In large $\omega, F(\omega)$ decays exponentially as $F(\omega) \sim|\omega|^{-|\omega|}$. In fact, the asymptotic solution can be obtained as [1]

$$
\begin{equation*}
F(\omega) \sim \exp \left[-\frac{2|\omega|}{m} \log \left(\frac{2|\omega|}{\nu_{T}}\right)\right] \quad(\omega \rightarrow \pm \infty) \tag{2.16}
\end{equation*}
$$

This exponential decay of the $F(\omega)$ (with $\log \omega$ correction) leads to the Lanczos coefficients $b_{n}$ growing asymptotically linear in $n$ (with $\log n$ correction) at large $n$.

### 2.3 Lanczos coefficients and Krylov complexity in the IP model

We summarize the basic aspects of Lanczos coefficients and Krylov complexity in the appendix A. Since our observable is given by $G\left(T, t-t^{\prime}\right)$ in eq. (2.4), let us evaluate the Lanczos coefficients of the IP model in the large $N$ limit associated with $\hat{\mathcal{O}}=\hat{a}_{j}^{\dagger}$ and its two-point function

$$
\begin{equation*}
C(t ; \beta):=e^{i M t}\left(\hat{a}_{j}^{\dagger}(t) \mid \hat{a}_{j}^{\dagger}(0)\right)_{\beta} \tag{2.17}
\end{equation*}
$$

Here $C(t ; \beta)$ is not a time-ordered correlator, and thus different from $G(t)$ given by eq. (2.4). In fact, the Fourier transformation $f(\omega)$ of $C(t ; \beta)$ can be expressed by $F(\omega)$. Since

$$
\begin{equation*}
C^{*}(t ; \beta)=e^{-i M t}\left(\hat{a}_{j}^{\dagger}(-t) \mid \hat{a}_{j}^{\dagger}(0)\right)_{\beta}=C(-t ; \beta) \tag{2.18}
\end{equation*}
$$

we obtain

$$
\begin{equation*}
f(\omega)=\tilde{G}(T, \omega)+\tilde{G}^{*}(T, \omega)=2 \pi F(\omega) \tag{2.19}
\end{equation*}
$$

The key point is that $G(T, t)$ vanishes at $t<0$ and $G(T, t)=C(t ; \beta)$ at $t>0$. At least numerically, we can compute $f(\omega)=2 \pi F(\omega)$ by solving the recursion relation (2.11).

### 2.3.1 Zero temperature: $\boldsymbol{T}=\mathbf{0}$

At zero temperature, let $|v\rangle$ be the free ground state. Then, consider excited states $|j, n\rangle$ with a single excitation by $\hat{a}_{i}^{\dagger}$ and $n$-excitations by $\hat{A}_{i j}^{\dagger}$ such as

$$
\begin{equation*}
|j, n\rangle:=i^{-n} N^{-n / 2} \hat{a}_{i}^{\dagger}\left(\hat{A}^{\dagger n}\right)_{i j}|v\rangle . \tag{2.20}
\end{equation*}
$$

In the large $N$ limit, the states $|j, n\rangle$ span an orthonormal basis for the two-point function. Moreover, in the large $N$ limit, we obtain [63]

$$
\begin{equation*}
(H-M)|j, n\rangle=m n|j, n\rangle+\frac{\nu}{2}|j, n-1\rangle+\frac{\nu}{2}|j, n+1\rangle, \tag{2.21}
\end{equation*}
$$

Therefore, with $\mathcal{L}=H-M$, the Krylov basis for $\hat{\mathcal{O}}=\hat{a}_{j}^{\dagger}$ is $\left.\mid \hat{\mathcal{O}}_{n}\right)=|j, n\rangle$ given by eq. (2.20). Then the Lanczos coefficients are given by

$$
\begin{equation*}
a_{n}=m n, \quad b_{n}=\frac{\nu}{2} . \tag{2.22}
\end{equation*}
$$

and $b_{n}$ in the IP model does not depend on $n$ because we determine the normalization of (2.20) in the large $N$ limit.

Given the Lanczos coefficients as eq. (2.22), we perform numerical calculations of $K(t)$. The resultant Krylov complexity $K(t)$ oscillates due to nonzero $a_{n}$ and does not grow at late times [1].

### 2.3.2 Infinite temperature limit: $T=\infty$

The asymptotic behavior of the spectral density (2.16) determines the Lanczos coefficients of the IP model at the infinite temperature limit. The spectral density $F(\omega)$ is a positive and smooth function everywhere [63] and $F(\omega)$ is an even function with respect to $\omega$. Thus $a_{n}=0$. Furthermore the exponential suppression in (2.16) is known as the slowest decay for the situation where $C(t)$ is analytic in the entire complex time plane [2, 6]. From (2.16), the asymptotic behavior of $b_{n}$ of the IP model in the infinite temperature limit can be determined as

$$
\begin{equation*}
b_{n} \sim \frac{m \pi n}{4 W\left(2 m \pi n / \nu_{T}\right)} \sim \frac{m \pi n}{4 \log n} \quad(n \rightarrow \infty) . \tag{2.23}
\end{equation*}
$$

Here $W(n)$ is defined by $z=W\left(z e^{z}\right)$, called the Lambert W function.
Given the asymptotic behavior of $b_{n}$ with $a_{n}=0$. Then, the late-time behavior of $K(t)$ is given as

$$
\begin{equation*}
K(t) \sim e^{\sqrt{m \pi t}}=\sum_{n} \frac{(m \pi t)^{\frac{n}{2}}}{n!} \tag{2.24}
\end{equation*}
$$

This growth behavior is slower than the exponential growth $e^{\mathcal{O}(t)}$, but it is faster than any power low growth behavior for integral systems. The growth of $b_{n}$ as $b_{n} \propto n / \log n$ strongly suggests that the IP model in the infinite temperature limit is chaotic.

## 3 Lanczos coefficient and Krylov complexity for nonzero T

Given the analysis of the Krylov complexity at both $T=0$ and $T=\infty$ in the IP model, in this paper, we focus on the Lanczos coefficient and Krylov complexity with nonzero mass $m>0$ at finite and nonzero temperatures, i.e., $0<T<\infty$. In figure 1 , the spectrum density at various temperatures are shown. For figure 1 , we set $\epsilon$ in (2.6) as $\epsilon=0.01$ for $m=0.2$, and $\epsilon=0.005$ for $m=0.8$. We also consider a similar shift of $\omega$ in the propagator at $T=0$ as $\tilde{G}(0, \omega+i \epsilon)$. Several comments are in order.

- At $T=0$, the spectrum is a collection of discrete poles (delta functions). However as we increase the temperature, these poles become short branch cuts.
- At nonzero but low temperatures $T<T_{c}$, there is an infinite short branch cut and their positions are related by multiples of $m$. Here, $T_{c}$ is the critical temperature at which the spectrum becomes gapless.
- The critical temperature in figure 1 is $y=e^{-m / T_{c}} \sim 0.1$ for $m=0.2$, and $y=$ $e^{-m / T_{c}} \sim 0.3$ for $m=0.8$. By taking into account for errors in numerical calculations, we attribute the existence of the periodic energy gap to a region where $F(\omega) \lesssim 10 \epsilon$, near $\omega=0$.
- As we increase the temperature, these branch cuts become longer and at some point, $T=T_{c}$, they merge.
- At high temperatures $T>T_{c}$, the cuts merge completely and the spectrum becomes gapless.
- In the infinite temperature limit $T=\infty$, the spectrum becomes gapless and symmetric under $\omega \leftrightarrow-\omega$.
- As $T$ increases, the behavior of a two-point function $C(t ; \beta)=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} f(\omega) e^{-i \omega t}$ changes as follows [63]. At $T=0, C(t ; \beta)$ oscillates and does not decay due to delta functions in the discrete spectrum. At nonzero temperature $0<T$, the spectrum has no poles on the real axis of $\omega$, and $C(t ; \beta)$ should decay asymptotically. At nonzero low temperature $0<T<T_{c}, C(t ; \beta)$ decays by a power law since the gapped spectrum is not smooth on the real axis. At high temperature $T_{c} \ll T$, the spectrum is smooth on the real axis, and $C(t ; \beta)$ decays exponentially.


### 3.1 Low temperature $T_{c}>T>0$ gapped spectrum and models for spectral density

Let's first try to understand the low-temperature behavior where the spectrum is continuous with gaps. See $y=e^{-m / T}=0.04$ in figure 1 , where there are infinite ${ }^{2}$ cuts but the length of cuts is short enough that there are gaps between each cut.

The gapped structure is determined by the key equation eq. (2.11). There is a $m$-shifted structure of the infinite cuts in $\omega$, i.e., if $F\left(\omega_{0}\right) \neq 0$ at some $\omega=\omega_{0}$, then $F\left(\omega_{0} \pm m\right) \neq 0$ as well. Therefore if there is a gap at some $\omega$, then that gap exists after $\pm m$ shift in $\omega$. Furthermore, In the large $\omega \rightarrow \infty$, eq. (2.11) allows

$$
\begin{equation*}
f(\omega)=2 \pi F(\omega) \sim|\omega|^{\mathcal{O}(\omega)} \tag{3.1}
\end{equation*}
$$

Thus, the key properties in nonzero low-temperature spectral density are that

1. There are an infinite amount of gaps and cuts related by $\omega \rightarrow \omega \pm m$.
2. The magnitudes of the spectrum decay exponentially in large $|\omega|$ asymptotically.
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Figure 1. Numerical plots of $F(\omega)$ for $\nu_{T}=1, m=0.2$ and $m=0.8$ at various temperatures from $T=0$ to $T=\infty$ where $y=e^{-m / T}$. This is the same figure as figure 4 in [1].


Figure 2. Spectrum $f(\omega)(3.2)$ consisting of 101 Wigner semicircles with (3.5).

To understand essential properties for such spectral density, let us introduce the following toy model whose spectral density consists of an infinite number of Wigner semicircles with widths $2 \ell$ centered at $\omega=m j$ as follows

$$
\begin{equation*}
f(\omega)=\mathcal{N} \sum_{j=-N_{W}}^{N_{W}} f_{j}(\omega), \quad \text { where } \quad f_{j}(\omega)=\operatorname{Re}\left[\frac{A_{j}}{\ell^{2}} \sqrt{\ell^{2}-\left(\omega-\omega_{j}\right)^{2}}\right], \tag{3.2}
\end{equation*}
$$

where $\omega_{j}$ are centers of the semi-circles and $A_{j}$ represent amplitudes of the semicircles. This spectral density consists of $2 N_{W}+1$ numbers of semicircles. As we have seen in the previous section, the IP model gives $N_{W} \rightarrow \infty$ but for a moment let us keep $N_{W}$ as a parameter.

From the recursion relation (2.11), the gaps in the spectrum occur periodically, and thus we set

$$
\begin{equation*}
\omega_{j}=m j, \quad A_{j}=e^{-\left|\omega_{j}\right| / \Omega}, \tag{3.3}
\end{equation*}
$$

such that $m$ shifted structure is maintained and asymptotically the magnitudes of the spectrum decay exponentially in $\omega . \mathcal{N}$ is a normalization constant such that

$$
\begin{equation*}
\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} f(\omega)=\int_{-\infty}^{\infty} d \omega F(\omega)=1 \tag{3.4}
\end{equation*}
$$

Note that $\ell$ controls the length of the semi-circles, and in the limit $\ell \rightarrow 0$, each Wigner semi-circle becomes a delta function (a pole). For simplicity, we choose $f(\omega)$ to be an even function in $\omega$. In this section, we mainly study the Lanczos coefficients and the Krylov complexity associated with this model. In figure 2, we plot $f(\omega)(3.2)$ with $N_{W}=50$, where $f(\omega)$ consists of 101 Wigner semicircles with the following parameters

$$
\begin{equation*}
\ell=2, \quad \omega_{j}=10 j(\Leftrightarrow m=10), \quad A_{j}=e^{-\left|\omega_{j}\right| / 100}(\Leftrightarrow \Omega=100) . \tag{3.5}
\end{equation*}
$$

Suppose the spectral density is given by eq. (3.2), then Fourier transforming it, a two-point function $C(t)$ is obtained as

$$
\begin{align*}
C(t) & :=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega t} f(\omega)=\mathcal{N} \sum_{j=-N_{W}}^{N_{W}} C_{j}(t),  \tag{3.6}\\
C_{j}(t) & :=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega t} f_{j}(\omega)=\frac{A_{j}}{2 \ell t} J_{1}(\ell t) e^{-i \omega_{j} t} . \tag{3.7}
\end{align*}
$$

where $J_{1}$ is a Bessel function of the first kind. Since the asymptotic behavior of $J_{1}(\ell t)$ is

$$
\begin{equation*}
J_{1}(\ell t) \sim \sqrt{\frac{2}{\pi \ell t}} \cos \left(\ell t-\frac{3 \pi}{4}\right) \quad(|t| \rightarrow \infty) \tag{3.8}
\end{equation*}
$$

late-time decay of $C_{j}(t)$ is the power-law decay with oscillation. When the parameters of $f_{j}(\omega)$ are given by (3.3), $C(t)$ can be computed as

$$
\begin{equation*}
C(t)=\frac{\mathcal{N} J_{1}(\ell t)}{2 \ell t} \sum_{j=-N_{W}}^{N_{W}} A_{j} e^{-i \omega_{j} t} \tag{3.9}
\end{equation*}
$$

Especially when $N_{W}=\infty$, i.e., for the spectral density of an infinite number of Wigner semicircles, $C(t)$ becomes

$$
\begin{equation*}
C(t)=\frac{\mathcal{N} J_{1}(\ell t)}{2 \ell t} \frac{\sinh (m / \Omega)}{\cosh (m / \Omega)-\cos (m t)} \propto \frac{1}{t^{3 / 2}} \quad \text { in } t \rightarrow \infty \tag{3.10}
\end{equation*}
$$

Therefore, late-time decay of $C(t)$ for an infinite number of Wigner semicircles is also the power-law decay with oscillation. We note that $C(t)$ has poles at $t= \pm i / \Omega$, which do not exist in the case of a finite number of Wigner semicircles. The late-time decay of $C(t)$ and the presence of the pole in imaginary time $t= \pm i / \Omega$ with nonzero $\ell$ immediately leads to the conclusion that the Krylov complexity grows exponentially in time, which we will discuss more next.

Thus from the simple model whose spectral density is given by eq. (3.2), (3.3), we learn the following lessons for the IP model at low temperatures:

- Suppose the spectral density is made up of finite cuts, and between each cut, there is a gap. Each cut can be approximated by a Wigner semi-circle. Then even though the spectrum is continuous, its Fourier transformation gives only power-law decay in time.
- Even if the spectral density is made up of an infinite number of cuts, where the magnitude of each Wigner decays exponentially asymptotically in large $\omega$, the resultant two-point function still decays by the power-law in time, not exponentially in time.
- However in the case where the number of cuts is infinity, the Krylov complexity grows exponentially in time. It is crucial that the spectrum is continuous, i.e., the width of semicircles $\ell \neq 0$, and there are infinite cuts.
- For the case where the number of cuts are finite, the exponential growth of the Krylov complexity saturates at finite time.
- These suggest that for the exponential growth of the Krylov complexity, it is crucial if the spectrum is continuous or not, and furthermore if it has an upper bound in $\omega$ or not. We will see more in detail soon.


Figure 3. Lanczos coefficients $b_{n}$ for the spectral density given by eq. (3.2), (3.3) with $\ell=2$, $m=10, \Omega=1 / 12$, (a) $N_{W}=3$ and (b) $N_{W}=4$. We connect numerical plots of $b_{n}$ to make the fluctuation of $b_{n}$ evident. Horizontal dashed lines are $b_{n}=\left|\omega_{j}\right| / 2+\ell / 2=m j / 2+\ell / 2$. We also plot a dotted line $b_{n}=\Omega \pi n / 2=\pi n / 24$ to compare with the linear growth of $b_{n}$ where $n$ is small.

Before we continue the analysis of the Krylov complexity, we consider a discrete limit $\ell \rightarrow 0$. In that limit, (3.10) becomes

$$
\begin{equation*}
C(t)=\frac{\mathcal{N}}{4} \frac{\sinh (m / \Omega)}{\cosh (m / \Omega)-\cos (m t)}, \tag{3.11}
\end{equation*}
$$

which is a periodic function of $t$, and Krylov complexity associated to (3.11) for a discrete spectrum is also periodic with respect to $t$. Eq. (3.10) and (3.11) are one of the punchlines for the low-temperature behavior in the IP model.

### 3.1.1 Lanczos coefficients and Krylov complexity

We would like to understand the Lanczos coefficient of the spectral density which consists of an infinite number of Wigner semicircles as eq. (3.2). For simplicity, we consider $f(\omega)=$ $f(-\omega)$, which lead $a_{n}=0$. As we mentioned, we choose $A_{j}$ decays exponentially with respect to $\left|\omega_{j}\right|$ as eq. (3.3), since the spectrum of the IP model decays exponentially at large $|\omega|$ including logarithmic correction.

Although the IP model forces the spectral density to have an infinite number of cuts, i.e., $N_{W} \rightarrow \infty$, let us examine the finite $N_{W}$ i.e., the number of Wigner semicircles is finite. By increasing the number of cuts, $N_{W}$, we would like to see how the Lanczos coefficients change.

Figure 3 shows Lanczos coefficient $b_{n}$ for the spectral density given by eq. (3.2), (3.3) with $\ell=2, m=10, \Omega=1 / 12$, (a) $N_{W}=3$ (seven semicircles) and (b) $N_{W}=4$ (nine semicircles) respectively.

Let us comment on properties of $b_{n}$ that can be read from figure 3 .

- Around $n=1$, the Lanczos coefficient is a constant $b_{n}=\ell / 2$. This is because $b_{n}$ around $n=1$ is determined from the single semicircle $f_{j=0}(\omega)$ around $\omega=0$.
- As $n$ increases, the other semicircles begin to contribute to $b_{n}$. Since the amplitude of semicircles $A_{j}=e^{-\left|\omega_{j}\right| / \Omega}$ decays exponentially with respect to $\left|\omega_{j}\right|$ with $\Omega=1 / 12$,


Figure 4. Lanczos coefficients $b_{n}$ with $2 N_{W}+1$ Wigner semicircles. Here $\ell=2, m=10, \Omega=10$, and $N_{W}=500$ (green), 1000 (orange), 1600 (blue).
$b_{n}$ increases linearly on average as $b_{n} \sim \Omega \pi n / 2=\pi n / 24$. More precisely, due to the existence of gaps in the spectra, $b_{n}$ increases in a staircase pattern with fluctuation. In our numerical computations, the fluctuation does not grow much as $n$ increases.

- In figure 3 , we consider only a small number of Wigner semicircles in the spectral density, and thus there exists $\omega_{\max }$ such that $f(\omega)=0$ for $|\omega|>\omega_{\max } \sim m N_{W}$. At large $n, b_{n}$ saturates as $b_{n} \sim \omega_{\max } / 2$ with fluctuation due to the gaps.

Let us consider further examples with a large number of Wigner semicircles, $N_{W}$. Figure 4 shows Lanczos coefficient $b_{n}$ for the spectral density given by eq. (3.2), (3.3) with $\ell=2, m=10, \Omega=10, N_{W}=500,1000,1600$.

- At large $n, b_{n}$ in figure 4 saturates as $b_{n} \sim \omega_{\max } / 2=m N_{W} / 2=2500$ for $N_{W}=500$ and as $b_{n} \sim \omega_{\max } / 2=m N_{W} / 2=5000$ for $N_{W}=1000$. The fluctuation of $b_{n}$ in figures 4 is small compared to the linear growth of $b_{n}$. The slope of linear growth is $b_{n} \sim \pi \Omega n / 2=5 \pi n$.
- Comparing figures 3 and 4 , one can check that the linear growth rate of $b_{n}$ becomes smaller as $\Omega$ decreases.
- In the limit that a number of the semicircles is infinite, $N_{W} \rightarrow \infty$, the value of $\omega_{\max }$ becomes infinite, and $b_{n}$ would increase without the saturation even at large $n$ if the amplitude $A_{j}$ decays with respect to $\omega_{j}$.
- We have seen that the $n$-linear growth of $b_{n}$ on average does not come from the detailed shape of each Wigner semicircle. In fact, for a single Wigner semicircle, $b_{n}$ does not grow. Rather, the linear growth of $b_{n}$ on average comes from the fact that there are infinite cuts and their relative magnitudes decay exponentially in $\omega$. Thus, even though we approximate each cut by Wigner semicircle, the detailed shape of each


Figure 5. Log plots of Krylov complexities $K(t)$. Red solid curves are $K(t)$ for the spectral density given by eq. (3.2), (3.3) with $\ell=2, m=10, N_{W}=1600$ for (a) $\Omega=10$ and (b) $\Omega=1 / 12$. Blue dashed curves are $K(t)$ computed from the linear fitting of $b_{n}$ excluding the fluctuation by hand. Green dotted curves are $K(t)$ for the power spectrum (3.12) with $\Omega=10$ in figure 5 a and with $\Omega=1 / 12$ in figure 5 b .
cut does not matter. The fact that there are infinite cuts and their relative weights decay exponentially in $\omega$ is important, and these are seen from the key equation eq. (2.11).

Once $b_{n}$ is obtained, we can calculate Krylov complexity numerically. Figure 5 shows $\log$ plots of the Krylov complexity $K(t)$ (red solid curves) computed from $b_{n}$ in figure 4 to confirm the exponential growth for $N_{W}=1600$. For comparison, we also plot $K(t)$ computed from the linear fitting of $b_{n}$ where we exclude the fluctuation by hand (blue dashed curves). We also plot $K(t)$ for the power spectrum

$$
\begin{equation*}
f(\omega)=\mathcal{N} e^{-|\omega| / \Omega} \tag{3.12}
\end{equation*}
$$

which exponentially decays without gaps (green dotted curves). Their properties are

- In figure 5a, the three curves are very similar since the fluctuation of $b_{n}$ for $\Omega=10$ in figure 4 is very small.
- In figure 5b, the slopes of blue and green curves in the log plot at late times are similar. However, the values of $K(t)$ are very different. This is because the Lanczos behaves as $b_{n} \sim \pi \Omega n / 2+\gamma$ for these curves are similar but the values of $\gamma$ are different between them. When $K(t) \sim \frac{\eta}{4} e^{\pi \Omega t}, \eta$ is related to $\gamma$ as $\eta \sim 4 \gamma /(\pi \Omega)+1$ [2]. In figure $5 \mathrm{~b}, \frac{\eta}{4}$ for the blue curve is $\frac{\eta}{4} \sim 2.0$, and $\frac{\eta}{4}$ for the green curve is $\frac{\eta}{4} \sim 0.25$.
- The slope of the red curve in 5 b at late times is smaller than the one of the blue and green curves. This is because of the fluctuation of $b_{n}$. The fluctuation in $b_{n}$ makes the slope smaller as we will see later in more detail. However, since the red solid curve in 5b grows linearly in the $\log$ plots at late times, $K(t)$ for the spectra with infinitely


Figure 6. Lanczos coefficients $b_{n}$ for the even spectra with small $\ell$.
many Wigner semicircles would grow exponentially. This leads to the conclusion that the fluctuations of $b_{n}$ make the exponential growth milder, but still, it maintains the exponential form as $K(t) \sim \exp (\alpha t)$ but with smaller $\alpha$ by fluctuations. Such a mild exponential growth of $K(t)$ was observed in $[35,36]$ for the spectrum that has a single mass gap, and our numerical computation suggests that a similar phenomenon happens even when the spectrum has an infinite number of gaps.

- If the number of Wigner semicircles, $N_{W}$ is finite, then $b_{n}$ saturates as in figure 3 at some $n$, and then the growth of $K(t)$ transitions to the linear growth at late times. Our numerical computations imply that, unless the power spectrum is discrete, the existence of gaps changes the coefficient of exponential growth of $K(t)$, but does maintain the exponential growth of the Krylov complexity.


### 3.1.2 Krylov complexity for Wigner semicircles with various $2 \ell \leq m$

## 1. Small $\ell \rightarrow \mathbf{0}$

Let us consider the small $\ell$ and also the limit $\ell \rightarrow 0$. We consider the spectral density given by eq. (3.2), (3.3) with $m=10, \Omega=1 / 12, N_{W}=25$ ( 51 semicircles), and $\ell=1 / 10$ and $\ell=1 / 100$ respectively.

The smaller $\ell$ is, the closer the spectrum is to a discrete spectrum. Figure 6 show the Lanczos coefficient $b_{n}$ for the above parameters. Comparing figures 6 a and 6 b , the smaller $\ell$ is, the larger fluctuation of $b_{n}$. This implies that the fluctuation is large if the spectrum is closer to a discrete spectrum. Figure 7 shows the Krylov complexity $K(t)$ computed from $b_{n}$ for various small $\ell$. We plot two figures with different horizontal scales, where the maximum value of $t$ in the left figure is $t_{\max }=$ 20000 , and $t_{\max }=200000$ in the right figure. One can see that $K(t)$ with the same value of $\ell t_{\text {max }}$ behaves similarly in these figures. This is because (3.9) depends on $\ell$ in the form of $\ell t$. From figures 6 and 7 , we can see that the larger the fluctuation of $b_{n}$, the smaller the slope of $\log K(t)$. Thus, in the limit $\ell \rightarrow 0$, huge fluctuations kill the exponential growth of $K(t)$ and we have a transition to the oscillation behavior of $K(t)$ in that limit.


Figure 7. Log plots of Krylov complexities $K(t)$ for various small $\ell$. We plot two figures with different horizontal scales of $t$.


Figure 8. Spectrum $f(\omega)$ and Lanczos coefficient $b_{n}$ with $m=10, N_{W}=25, \ell=5$.

## 2. Large $\ell \rightarrow m / 2$

Let us study the fluctuation of $b_{n}$ when the Wigner semicircles in the spectrum touch with each other as in figure 8 a, where $\ell \rightarrow m / 2$. For visibility, we choose $\Omega=10$ in figure 8 a . In figure 8 b with $\Omega=1 / 12$ for the strong exponential decay of $A_{j}$, we can see that the fluctuation of $b_{n}$ exists even where $\ell \rightarrow m / 2$. This is because the spectrum is not smooth between the Wigner semicircles.

### 3.1.3 Nonsymmetric model $a_{n} \neq 0$

At finite temperature $y \neq 1$, our key equation eq. (2.11) is not symmetric under $\omega \rightarrow-\omega$. Due to this non-symmetric property of the equation, the decay rate of $F(\omega)$ is not symmetric under $\omega \rightarrow-\omega$. To see this non-symmetric effect, let us consider the spectrum (3.2) with

$$
\omega_{j}=m j, \quad A_{j}=\left\{\begin{array}{ll}
e^{-\left|\omega_{j}\right| / \Omega_{+}} & (j \geq 0)  \tag{3.13}\\
e^{-\left|\omega_{j}\right| / \Omega_{-}} & (j<0)
\end{array} .\right.
$$

For example, figure 9 is a plot of the non-symmetric spectrum with $m=2, \ell=1 / 2, \Omega_{+}=$ $20, \Omega_{-}=10, N_{W}=50$.


Figure 9. Non-symmetric spectrum $f(\omega)(3.2)$ with $m=2, \ell=1 / 2, \Omega_{+}=20, \Omega_{-}=10, N_{W}=50$.


Figure 10. Lanczos coefficients $a_{n}$ and $b_{n}$ of the non-symmetric spectrum with $m=10, \ell=$ $2, \Omega_{+}=1, \Omega_{-}=1 / 12, N_{W}=200$.

We numerically compute the Lanczos coefficients $a_{n}$ and $b_{n}$ of this non-symmetric spectrum with $m=10, \ell=2, \Omega_{+}=1, \Omega_{-}=1 / 12, N_{W}=200$ as shown in figure 10 . In this numerical computation, the Lanczos coefficients increase linearly with fluctuation. If $N_{W}$ is small, as shown in figure 11, $a_{n}$ fluctuates around $a_{n}=0$ at large $n$, and $b_{n}$ saturates to a nonzero value with fluctuation. Figure 12 is a log plot of Krylov complexity for the non-symmetric spectrum with $N_{W}=200$ computed from the Lanczos coefficients in figure 10. It shows the exponential growth of $K(t)$ at late times. Therefore, our numerical computation of the non-symmetric model indicates that the non-symmetric decay rate of $F(\omega)$ does not change the exponential growth of Krylov complexity.

In summary, our study of the low-temperature gapped spectral density model shows that

1. At $\ell=0$ corresponds to $T=0$, the Krylov complexity oscillates and does not grow.
2. However once $\ell>0$ corresponds to $T>0$, the Lanczos coefficients grow linearly in $n$ with fluctuations. Fluctuations of $b_{n}$ are huge near $\ell \rightarrow 0$ but as we increase $\ell$, the fluctuations become smaller.
3. Fluctuations of $b_{n}$ makes the slope of $\log K(t)$ smaller. However, as long as $\ell \neq 0$, the Lanczos coefficients $b_{n}$ grow linearly with fluctuations and the Krylov complexity


Figure 11. Lanczos coefficients $a_{n}$ and $b_{n}$ of the non-symmetric spectrum with $m=10, \ell=$ $2, \Omega_{+}=1, \Omega_{-}=1 / 12, N_{W}=3$.


Figure 12. Log plot of Krylov complexity $K(t)$ for the non-symmetric spectrum with $m=10, \ell=$ $2, \Omega_{+}=1, \Omega_{-}=1 / 12, N_{W}=200$.
grow exponentially as $K(t) \sim \exp (\alpha t)$. In the limit $\ell \rightarrow 0, \alpha \rightarrow 0$ and as we increases $\ell, \alpha$ also increases.
4. It is crucial for the $K(t)$ grows exponentially in time, or equivalently for $b_{n}$ grows linearly in $n$, there are infinite cuts, i.e., $N_{W} \rightarrow \infty$. For finite $N_{W}$, the exponential growth of $K(t)$ saturates at some time. $N_{W} \rightarrow \infty$ is the nature of the key equation eq. (2.11) obtained from the Schwinger-Dyson equation of the IP model in the large $N$ limit.

### 3.2 High-temperature $T>T_{c}$ model for the gapless spectrum with peaks

The spectrum becomes gapless at high temperatures due to the merging of branch cuts. Near the temperature at which the spectrum becomes gapless, the gapless spectrum has multiple peaks as shown in figure 1 for $m=0.2, \nu_{T}=1, y=0.25$, which is the remnant of the multiple cuts. Since we have already seen that the Krylov complexity grows exponentially even in the presence of gaps, it is quite reasonable to guess that for all nonzero temperature $T>0$, the Krylov complexity grows exponentially in time.


Figure 13. High temperature model $f(\omega)$ (3.14) with $m=10, \Omega=10$.


Figure 14. Lanczos coefficient $b_{n}$ of the high-temperature model $f(\omega)(3.14)$ with $m=10, \Omega=10$. This plot is almost identical to the one in figure 4.

To study the effect of these peaks on Krylov complexity, we introduce the following model

$$
\begin{equation*}
f(\omega)=\mathcal{N}\left(1+\sin ^{2}(\pi \omega / m)\right) e^{-|\omega| / \Omega} \tag{3.14}
\end{equation*}
$$

Figure 13 is a plot of this toy model with $m=10, \Omega=10$, which shows peaks due to $\sin ^{2}(\pi \omega / m)$. This phase is chosen such that it is periodicic $\omega \rightarrow \omega \pm m$. We numerically calculate the Lanczos coefficient $b_{n}$ of this model as shown in figure 14. The linear increase behavior of $b_{n}$ in figure 14 is almost identical to the one with a large number of Wigner semicircles in figure 4 , where the exponential decay rate $\Omega$ in these figures is the same value. Therefore, from our numerical computation, we conclude the multiple-peaks in the gapless spectrum associated with the multiple cuts at small temperatures are not so relevant to the linear increase of the Lanczos coefficient. Thus, as is expected, the Krylov complexity grows exponentially at high temperatures where the spectrum becomes gapless.

Finally, we comment on the difference of exponential behaviors of $K(t)$ between $e^{t}$ and $e^{\sqrt{t}}$ due to the $\log n$ correction of $b_{n}$ : here we neglected $\log$ corrections in the Lanczos coefficient, which makes the IP model complexity $e^{\sqrt{t}}$ instead of $e^{t}$.

Finally, we comment on the difference between $\exp (\mathcal{O}(t))$ and $\exp (\mathcal{O}(\sqrt{t}))$ in $K(t)$. In this section, we have focused our analysis on the difference between an exponential growth in $K(t)$ and growth in the power law. Therefore, we have not paid much attention to the difference between $\exp (\mathcal{O}(t))$ and $\exp (\mathcal{O}(\sqrt{t}))$. This difference is due to the log correction in the Lanczos coefficient $b_{n}$, and in the actual IP model, $K(t)$ is always $\exp (\mathcal{O}(\sqrt{t}))$ due to this correction.

## 4 Numerical analysis of the IP model at finite temperature

In this section, we numerically compute the Lanczos coefficients by using $F(\omega)$ of the IP model at finite temperature as shown in figure 1. Since $F(\omega)$ of the IP model decays exponentially at large $|\omega|$, the numerical calculation of $F(\omega)$ at large $|\omega|$ with high accuracy is difficult. For this reason, we introduce a cutoff scale $\omega_{c}$ and numerically construct a continuous function $F(\omega)$ by solving (2.11) with a condition $F(\omega)=0$ in $|\omega|>\omega_{c}$. To solve the difference equation, we use a boundary condition $\tilde{G}(T, \omega)=\tilde{G}_{0}(2.6)$ around $|\omega|=\omega_{c}$ since the IP model becomes a free theory at UV.

Due to the above difficulty regarding the accuracy of numerical calculations, we can only do numerical calculations with small cutoff $\omega_{c}$ for $N_{W} \lesssim 10$. The results of such numerical computations with the small cutoff are expected to behave like figure 11 for small $N_{W}$ rather than figure 10 for large $N_{W}$.

Figure 15 shows numerical plots of the Lanczos coefficients of the IP model at finite temperature. As $n$ increases, the Lanczos coefficient $b_{n}$ begins to saturate like $b_{n} \sim \omega_{c} / 2$, which is similar to the behavior of $b_{n}$ in the IP model at infinite temperature with finite $\omega_{c}$ [1]. When the cutoff is infinite $\omega_{c} \rightarrow \infty, b_{n}$ would grow without the saturation. For comparison with the increasing behavior (2.23) at infinite temperature $T$, we also plot $b_{n}=b_{0}+\frac{m \pi n}{4 W\left(2 m \pi n / \nu_{T}\right)}$, where $b_{0}$ is a constant. The Lanczos coefficient $a_{n}$ at large $n$ with finite $\omega_{c}$ fluctuates around $a_{n}=0$. This may be related to our symmetric setting of the cutoff $\omega_{c}$ since $a_{n}$ is zero for the symmetric spectrum. These properties are qualitatively consistent with the behaviors in figure 11.

Another important observation from these numerical plots is that the fluctuation of Lanczos coefficients becomes larger as temperature $T$ decreases, where the low temperature leads to small $y$. This behavior is consistent with the behavior of our toy model in section 3 as follows. The spectrum of the IP model at nonzero low temperature can be approximated by the infinite sum of Wigner semicircles whose length $\ell$ becomes smaller as the temperature decreases. As we have seen in figure 6 , the fluctuation of $b_{n}$ becomes larger as $\ell$ decreases, which is similar to the behavior of $b_{n}$ in figure 15 . Thus, our toy model in section 3 nicely captures the IP model's characteristic that the fluctuation of Lanczos coefficients becomes larger as $T$ decreases.

For the precise study of the large- $n$ behavior of Lanczos coefficients and the late-time behavior of Krylov complexity, it is important to perform accurate numerical computations with large cutoff $\omega_{c}$, and we leave it as a future work. It is also interesting to carefully examine the effect of nonzero $a_{n}$ on the Krylov complexity.

(a) $a_{n}$ for $m=0.2, \nu_{T}=1, y=0.04$.
$a_{n}$

(c) $a_{n}$ for $m=0.2, \nu_{T}=1, y=0.25$.

(e) $a_{n}$ for $m=0.8, \nu_{T}=1, y=0.04$.

(g) $a_{n}$ for $m=0.8, \nu_{T}=1, y=0.25$.
$b_{n}$

(b) $b_{n}$ for $m=0.2, \nu_{T}=1, y=0.04$.

(d) $b_{n}$ for $m=0.2, \nu_{T}=1, y=0.25$.
$b_{n}$

(f) $b_{n}$ for $m=0.8, \nu_{T}=1, y=0.04$.

(h) $b_{n}$ for $m=0.8, \nu_{T}=1, y=0.25$.

Figure 15. Lanczos coefficients of the IP model at finite temperature, where $y=e^{-m / T}$ and $\omega_{c}$ is a cutoff such that $F(\omega)=0$ in $|\omega|>\omega_{c}$. We also plot curves $b_{n}=b_{0}+\frac{m \pi n}{4 W\left(2 m \pi n / \nu_{T}\right)}$, where $b_{0}=0.3$ for $m=0.2$ and $b_{0}=0.2$ for $m=0.8$.

## 5 Krylov complexity in the IOP matrix model

### 5.1 Planar limit

To understand the Krylov complexity for other models, in this section, we study it in the IOP model [64]. The IOP model Hamiltonian is

$$
\begin{equation*}
H=\frac{1}{2} \operatorname{Tr}\left(\Pi^{2}\right)+\frac{m^{2}}{2} \operatorname{Tr}\left(X^{2}\right)+M a_{i}^{\dagger} a_{i}+h a_{i}^{\dagger} a_{l} A_{i j}^{\dagger} A_{j l}, \tag{5.1}
\end{equation*}
$$

Note that contrary to the IP model, the interaction term will not change the adjoint $A^{\dagger}$ excitations.

In the large $N$ planar limit, the Schwinger-Dyson equation for the fundamental can be solved in the limit $M \gg T$ and we obtain [64]

$$
\begin{equation*}
\tilde{G}(T, \omega)=\frac{i(1-y)}{2 \omega \lambda}\left(\lambda+\omega-\sqrt{\left(\omega-\omega_{+}\right)\left(\omega-\omega_{-}\right)}\right), \quad \omega_{ \pm}=\lambda \frac{1+y \pm 2 \sqrt{y}}{1-y} . \tag{5.2}
\end{equation*}
$$

where $y=e^{-m / T}$ and $\lambda:=h N$ is the 't Hooft coupling. Then, the spectral density $F(\omega)$ is given by

$$
\begin{equation*}
F(\omega)=\frac{1}{\pi} \operatorname{Re} \tilde{G}(T, \omega)=\frac{(1-y)}{2} \delta(\omega)+\frac{1-y}{2 \pi \omega \lambda} \operatorname{Re}\left[\sqrt{\left(\omega_{+}-\omega\right)\left(\omega-\omega_{-}\right)}\right] . \tag{5.3}
\end{equation*}
$$

Thus, the two-point function $C(t)$ with respect to time $t$ is defined by

$$
\begin{equation*}
C(t):=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega t} f(\omega), \quad f(\omega)=2 \pi F(\omega) \tag{5.4}
\end{equation*}
$$

by eq. (2.19). By using (3.7), we evaluate $\frac{d C(t)}{d t}$ as

$$
\begin{align*}
\frac{d C(t)}{d t} & =-i \int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} e^{-i \omega t} \omega f(\omega)=-i \frac{1-y}{\lambda} \int_{\omega_{0}-\ell_{0}}^{\omega_{0}+\ell_{0}} \frac{d \omega}{2 \pi} e^{-i \omega t} \sqrt{\ell_{0}^{2}-\left(\omega-\omega_{0}\right)^{2}} \\
& =-i \frac{(1-y) \ell_{0}}{2 \lambda t} J_{1}\left(\ell_{0} t\right) e^{-i \omega_{0} t}, \tag{5.5}
\end{align*}
$$

where we set

$$
\begin{equation*}
\ell_{0}:=\frac{\omega_{+}-\omega_{-}}{2}, \quad \omega_{0}:=\frac{\omega_{+}+\omega_{-}}{2} . \tag{5.6}
\end{equation*}
$$

$C(t)$ can be obtained by an integral of (5.5). Since the asymptotic behavior of (5.5) at late times is $t^{-3 / 2}$ with oscillation, its integral $C(t)$ at late times also has a power-law decay.

We are interested in whether the IOP model at high temperature is chaotic and thus consider a limit $y \rightarrow 1$ with fixed $\lambda^{\prime}:=\lambda /(1-y)$. In this limit, a pole disappears and $\omega_{+} \rightarrow 4 \lambda^{\prime}$ and $\omega_{-} \rightarrow 0$ and with these, $f(\omega)$ becomes

$$
\begin{equation*}
f(\omega)=\operatorname{Re}\left[\frac{1}{\omega \lambda^{\prime}} \sqrt{\left(4 \lambda^{\prime}-\omega\right) \omega}\right] . \tag{5.7}
\end{equation*}
$$

Its moment $M_{n}$ is obtained as

$$
\begin{equation*}
M_{n}:=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \omega^{n} f(\omega)=\frac{2^{2 n} \Gamma\left(n+\frac{1}{2}\right)}{\sqrt{\pi} \Gamma(n+2)} \lambda^{\prime n} . \tag{5.8}
\end{equation*}
$$



Figure 16. Planar limit Krylov complexity of the IOP model at infinite temperature with $\lambda^{\prime}=1$.

The resultant Lanczos coefficients yielding this moment $M_{n}$ are obtained as

$$
\begin{equation*}
a_{0}=\lambda^{\prime}, \quad a_{n>0}=2 \lambda^{\prime}, \quad b_{n}=\lambda^{\prime} \tag{5.9}
\end{equation*}
$$

Since these Lanczos coefficients do not grow with $n$, the Krylov complexity does not grow exponentially in time in the IOP model. Figure 16 is a linear plot of Krylov complexity $K(t)$ computed from the Lanczos coefficients eq. (5.9) with $\lambda^{\prime}=1$, which shows the linear growth of $K(t)$ in the IOP model at infinite temperature.

This is consistent with the results of the out-of-time-ordered correlator (OTOC) obtained [65], where OTOC does not show exponential growth. Although the direct relationship between the Krylov complexity and OTOCs are not yet fully understood, in the IOP model, neither Krylov complexity nor OTOC shows exponential growth in time.

### 5.2 Non-planar corrections

In [64], the leading $1 / N^{2}$ correction to the Green function was calculated. By expanding the correlator in $1 / N^{2}$,

$$
\begin{equation*}
\tilde{G}(T, \omega)=\tilde{G}^{(0)}(T, \omega)+\frac{1}{N^{2}} \tilde{G}^{(1)}(T, \omega)+\mathcal{O}\left(\frac{1}{N^{4}}\right), \tag{5.10}
\end{equation*}
$$

the leading term $\tilde{G}^{(0)}(T, \omega)$ is given by eq. (5.2) and the resultant subleading Green function $\tilde{G}^{(1)}(T, \omega)$ is given as

$$
\begin{equation*}
\tilde{G}^{(1)}(T, \omega)=\frac{i y^{2} x_{0}^{3}\left(1-x_{0}\right)^{4}\left(1-x_{0}[1-y]\right)}{\left(1-2 x_{0}+x_{0}^{2}[1-y]\right)^{4}\left(\omega\left[1-x_{0}\right]^{2}-\lambda^{\prime} y\right)}, \quad x_{0}:=-i \lambda^{\prime} \tilde{G}^{(0)}(T, \omega) . \tag{5.11}
\end{equation*}
$$

One can immediately see that if both $\omega$ and $x_{0}$ are real values, then $\tilde{G}^{(1)}(T, \omega)$ is purely imaginary. Since for $\operatorname{Re} \tilde{G}^{(0)}(T, \omega)=0, x_{0}$ is the real value, this implies that $\operatorname{Re} \tilde{G}^{(1)}(T, \omega) \neq$ 0 if and only if $\operatorname{Re} \tilde{G}^{(0)}(T, \omega) \neq 0$, the branch cuts come only from the leading $\tilde{G}^{(0)}(T, \omega)$.

However, there is one difficulty to compute the Lanczos coefficients due to the singular behavior of $\tilde{G}^{(1)}(T, \omega)$, since $\tilde{G}^{(1)}(T, \omega)$ is singular at $\omega=\omega_{ \pm}[64]$. Thus, the following


Figure 17. Lanczos coefficients $a_{n}$ and $b_{n}$ of the IOP model up to the leading $1 / N^{2}$ correction (5.10) with $y=1, \lambda^{\prime}=1, N^{2}=100, \varepsilon=1 / 100$. Solid lines represent $a_{n>0}=2 \lambda^{\prime}=2$ and $b_{n}=\lambda^{\prime}=1$ for comparison with the planar limit (5.9).
integral for $M_{n}$

$$
\begin{equation*}
M_{n}=\int_{\omega_{-}}^{\omega_{+}} \frac{d \omega}{2 \pi} \omega^{n} f(\omega)=\int_{\omega_{-}}^{\omega_{+}} \frac{d \omega}{\pi} \omega^{n} \operatorname{Re} \tilde{G}(T, \omega) \tag{5.12}
\end{equation*}
$$

does not converge. To regularize the integral, we introduce a cutoff $\varepsilon$ as

$$
\begin{equation*}
M_{n}=\int_{\omega_{-}+\varepsilon}^{\omega_{+}-\varepsilon} \frac{d \omega}{\pi} \omega^{n} \operatorname{Re} \tilde{G}(T, \omega) \tag{5.13}
\end{equation*}
$$

By using this regularized integral, we compute the Lanczos coefficients with $y=1, \lambda^{\prime}=$ $1, N^{2}=100, \varepsilon=1 / 100$ as shown in figure 17 . One can see that the corrections of $a_{n}$ and $b_{n}$ from the planar limit are small at large $n$.

We have already seen that the spectral density is given by $\operatorname{Re} \tilde{G}^{(0)}(T, \omega)$ has both upper and lower bound in $\omega$. Even after taking into account the $1 / N^{2}$ corrections, the region where $\operatorname{Re} \tilde{G}(T, \omega)$ is nonzero does not change. Thus the Lanczos coefficients cannot grow linearly in $n$ as seen in figure 17 if the integral of the spectrum is regularized. Thus, we conclude that the Krylov complexity of the IOP model does not grow exponentially in time even after taking into account the non-planar corrections as well as in the planar limit.

## 6 Conclusions and discussions

In this paper, we study the Lanczos coefficients and Krylov complexity of the IP model in the temperature range between $T=0$ and $T=\infty$. To represent an infinite number of gaps in the spectrum of the IP model at nonzero low temperature, we consider a model consisting of infinite Wigner semicircles. Our analysis shows that the Lanczos coefficients $b_{n}$ show linear growth in $n$ with fluctuations at any nonzero low temperatures. Although the fluctuations of $b_{n}$ reduce the growth rate of the Krylov complexity, for any nonzero temperature $T>0$, the Krylov complexity grows exponentially in time. This is due to the fact that the IP model spectral density consists of infinite cuts (with gaps) and asymptotically their amplitudes decay exponentially in $\omega$. We also study the Lanczos coefficients at high temperatures where the gap disappears but the spectrum has infinite local peaks,

|  | $T=0$ | $0<T<T_{c}$ | $T_{c}<T<\infty$ | $T=\infty$ |
| :---: | :---: | :---: | :---: | :---: |
| $F(\omega)$ | Discrete <br> spectrum | Gapped <br> spectrum | Gapless <br> spectrum | Gapless even <br> spectrum |
| $G(t)$ | $\vdots$ | Oscillation | Power law <br> decay | Exponential <br> decay |
| $K(t)$ | Oscillation | Exponential <br> growth | Exponential <br> growth | Exponential <br> denth |

Figure 18. Summary table for the behaviors of the IP model. Here, $T_{c}$ is the critical temperature at which the spectrum becomes gapless. The critical temperature in figure 1 is $y=e^{-m / T_{c}} \sim 0.1$ for $m=0.2$, and $y=e^{-m / T_{c}} \sim 0.3$ for $m=0.8$. The spectrum becomes smooth at high enough temperature $T_{c} \ll T$.
which are remnants of infinite cuts. In these temperatures, the Lanczos coefficients are linear in $n$, and there are almost no effects for $b_{n}$ by infinite peaks. Thus at high temperatures, the Krylov complexity also grows exponentially in time and we conclude that at any nonzero temperature, the Krylov complexity grows exponentially. However as the temperature becomes larger from zero, the slope of the exponential growth becomes larger. See figure 18 that summarizes the behaviors of the IP matrix model.

We also study the Lanczos coefficients of the IOP matrix model, a cousin of the IP matrix model, where the interactions preserve the number of adjoints. The resultant Lanczos coefficients are constants in the large $N$ planar limit, and those constants are determined by the 't Hooft coupling and temperature-to-mass ratio. Thus in the IOP matrix model, in the planar limit, the Krylov complexity grows only linearly in time even in the infinite temperature limit. We also study the $1 / N^{2}$ corrections of the IOP matrix model.

Our conclusion is that in the IP matrix model, at any nonzero temperatures $T>0$, the Krylov complexity grows exponentially in time. However in the IOP matrix model, at any temperature, the Krylov complexity never grows exponentially in time. Since the IP model at nonzero temperature reflects the nature of the deconfinement phase in the gauge theory, the result that the Krylov complexity grows exponentially at all nonzero $T>0$ suggests that the Krylov complexity can play the role of the order parameter for the confinement/deconfinement in gauge theories. The reader might wonder if this is so given the fact that in quantum field theory, even in free theory limits, the Krylov complexity grows exponentially $[16,35,36]$. This is because in free theory for noncompact space, the spectrum becomes continuous due to the continuity of the momentum. However, if we put the gauge theory on the compact space, for example, $\mathcal{N}=4 \mathrm{SYM}$ on $S^{3}$, then
the spectrum is discrete at the confinement phase and continuous in the deconfinement phase in the large $N$ limit. As we have seen, Krylov complexity grows exponentially if the spectrum is continuous, has no upper bound, and decays exponentially. Therefore in such settings, we conjecture that the Krylov complexity plays the role of the order parameters for confinement/deconfinement phase transitions, not only as examined in [35, 37], but also in general settings. We will report on the analysis of the Krylov complexity for large $N$ gauge theories in [66].

It would be better to understand more the relations between the out-of-time ordered correlators (four-point function) and the Krylov complexity. One obvious and missing calculation is the OTOCs calculation in the IP model for $m>0$ at nonzero temperature. By the comparison between the OTOC time dependence and Krylov complexity's time dependence, we would like to understand better for black hole physics from dual gauge theories.
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## A Lanczos coefficients and Krylov complexity

## A. 1 Lanczos coefficients

Lanczos coefficients can be calculated as follows [2,67]. Let us consider a local operator $\hat{\mathcal{O}}$. Its time evolution is given by the Baker-Campbell-Hausdorff formula

$$
\begin{equation*}
\hat{\mathcal{O}}(t)=e^{i H t} \hat{\mathcal{O}} e^{-i H t}=e^{i \mathcal{L} t} \hat{\mathcal{O}}, \quad \text { where } \quad \mathcal{L}:=[H, \cdot] . \tag{A.1}
\end{equation*}
$$

Here $H$ is a local Hamiltonian, which is Hermitian. Thus the operator $\hat{\mathcal{O}}$ keeps spreading over the subspace of the Hilbert space and how quickly it spreads is our interest.

For canonical ensemble, we define the following inner product between operators $\hat{A}$ and $\hat{B}$

$$
\begin{equation*}
(\hat{A} \mid \hat{B})_{\beta}:=\frac{1}{Z} \operatorname{Tr}\left[e^{-\beta H} \hat{A}^{\dagger} \hat{B}\right], \quad Z:=\operatorname{Tr}\left[e^{-\beta H}\right], \tag{A.2}
\end{equation*}
$$

where $\beta$ is the inverse temperature and Tr is over all $H$ eigenstates. One can define and check for any $n$

$$
\begin{equation*}
\left(\hat{A}\left|\mathcal{L}^{n}\right| \hat{B}\right)_{\beta}:=\left(\hat{A} \mid \mathcal{L}^{n} \hat{B}\right)_{\beta}=\left(\mathcal{L}^{n} \hat{A} \mid \hat{B}\right)_{\beta} . \tag{A.3}
\end{equation*}
$$

Then we can construct the Krylov basis that follows

$$
\begin{equation*}
\left(\hat{\mathcal{O}}_{m} \mid \hat{\mathcal{O}}_{n}\right)_{\beta}=\delta_{m n} \quad \text { (orthonormal basis) } \tag{A.4}
\end{equation*}
$$

The Lanczos coefficients by operator form are

$$
\begin{align*}
\hat{\mathcal{O}}_{-1} & :=0, \quad \hat{\mathcal{O}}_{0}:=\hat{\mathcal{O}},  \tag{A.5}\\
\mathcal{L} \hat{\mathcal{O}}_{n} & =a_{n} \hat{\mathcal{O}}_{n}+b_{n} \hat{\mathcal{O}}_{n-1}+b_{n+1} \hat{\mathcal{O}}_{n+1} \\
& =\sum_{m=0} \hat{\mathcal{O}}_{m} L_{m, n} \quad(n \geq 0), \tag{A.6}
\end{align*}
$$

where $L_{m, n}$ is expressed by

$$
L_{m, n}:=\left(\hat{\mathcal{O}}_{m}|\mathcal{L}| \hat{\mathcal{O}}_{n}\right)_{\beta}=\left(\begin{array}{cccc}
a_{0} & b_{1} & 0 & \cdots  \tag{A.7}\\
b_{1} & a_{1} & b_{2} & \cdots \\
0 & b_{2} & a_{2} & \cdots \\
\vdots & \vdots & \vdots & \ddots
\end{array}\right)
$$

which is Hermitian. By using (A.6), we also obtain

$$
\begin{equation*}
\left(\hat{\mathcal{O}}_{m}\left|\mathcal{L}^{k}\right| \hat{\mathcal{O}}_{n}\right)_{\beta}=\left(L^{k}\right)_{m n} . \tag{A.8}
\end{equation*}
$$

The Lanczos coefficients can be calculated from a two-point function $C(t ; \beta):=(\hat{\mathcal{O}} \mid \hat{\mathcal{O}}(-t))_{\beta}$ for a given operator $\hat{\mathcal{O}}$. Here $\hat{\mathcal{O}}$ is a normalized operator such that $C(t ; \beta)=1$. We can compute $a_{n}$ and $b_{n}$ for $\hat{\mathcal{O}}_{0}=\hat{\mathcal{O}}$ by the following moment method. Let us define moments $M_{n}$ by using the Taylor expansion coefficients of $C(t ; \beta)$ at $t=0$ :

$$
\begin{equation*}
M_{n}:=\left.\frac{1}{(-i)^{n}} \frac{d^{n} C(t ; \beta)}{d t^{n}}\right|_{t=0}=\left(\hat{\mathcal{O}}_{0}\left|\mathcal{L}^{n}\right| \hat{\mathcal{O}}_{0}\right)_{\beta} . \tag{A.9}
\end{equation*}
$$

One can also compute moments $M_{n}$ by using a Fourier transformation of $C(t ; \beta)$ :

$$
\begin{equation*}
M_{n}=\int_{-\infty}^{\infty} \frac{d \omega}{2 \pi} \omega^{n} f(\omega), \quad f(\omega):=\int_{-\infty}^{\infty} d t e^{i \omega t} C(t ; \beta) . \tag{A.10}
\end{equation*}
$$

Then, one obtain relations between the Moments and the Lanczos coefficients. For example,

$$
\begin{equation*}
M_{1}=\left(\hat{\mathcal{O}}_{0}|\mathcal{L}| \hat{\mathcal{O}}_{0}\right)_{\beta}=a_{0}, M_{2}=\left(\hat{\mathcal{O}}_{0}\left|\mathcal{L}^{2}\right| \hat{\mathcal{O}}_{0}\right)_{\beta}=a_{0}^{2}+b_{1}^{2} . \tag{A.11}
\end{equation*}
$$

Through eq. (A.10), the high-frequency behavior of $f(\omega)$ and the asymptotic behavior of $b_{n}$ at large $n$ are correlated [68]. In classical systems, the exponential tail of $f(\omega)$ has been proposed as a probe of chaos [69]. Thus a relationship between chaos and the behavior of $b_{n}$ is expected in quantum systems and this is the motivation behind [2].

## A. 2 Krylov complexity

The Krylov complexity is defined as follows: by decomposing the operator $\hat{\mathcal{O}}(t)$ into orthonormal basis,

$$
\begin{equation*}
\hat{\mathcal{O}}(t):=\sum_{n=0} i^{n} \varphi_{n}(t) \hat{\mathcal{O}}_{n}, \tag{A.12}
\end{equation*}
$$

$i^{n} \varphi_{n}(t)$ is defined as a coefficient of the orthonormal basis. From the orthonormality eq. (A.4), we obtain $\varphi_{n}(t)=i^{-n}\left(\hat{\mathcal{O}}_{n} \mid \hat{\mathcal{O}}(t)\right)_{\beta}$, where $\varphi_{n}(t)$ satisfies

$$
\begin{equation*}
\frac{d \varphi_{n}(t)}{d t}=i a_{n} \varphi_{n}(t)-b_{n+1} \varphi_{n+1}(t)+b_{n} \varphi_{n-1}(t) \tag{A.13}
\end{equation*}
$$

with $\varphi_{-1}(t):=0, \varphi_{0}(t)=C(-t ; \beta)$. The Krylov complexity $K(t)$ was introduced in [2], as

$$
\begin{equation*}
K(t):=\sum_{n=1}^{\infty} n\left|\varphi_{n}(t)\right|^{2} \tag{A.14}
\end{equation*}
$$

and it is conjectured in [2] that this $K(t)$ is a good diagnostic for operator growth in the Krylov basis.
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[^0]:    ${ }^{1}$ We can take the $m \rightarrow 0$ limit as well. However, then the spectral density is given by a single Wigner semicircle and we will not obtain any interesting large $N$ transition between $T=0$ and $T \neq 0$ [63]. Thus, we focus on $m>0$ in this paper.

[^1]:    ${ }^{2}$ Although there are infinite cuts, since their magnitudes decay exponentially numerically at large $|\omega|$, in figure 1, it appears as if there are only finite cuts.

