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#### Abstract

Based on $(2712.4 \pm 14.1) \times 10^{6} \psi(3686)$ events collected with the BESIII detector, we study the decays $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}, h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega, h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta, h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$, and $h_{c} \rightarrow p \bar{p}$ via $\psi(3686) \rightarrow$ $\pi^{0} h_{c}$. The decay channel $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ is observed for the first time, and its branching fraction is determined to be $(9.28 \pm 1.14 \pm 0.77) \times 10^{-3}$, where the first uncertainty is statistical and the second is systematic. In addition, first evidence is found for the modes $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ and $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ with significances of $4.8 \sigma$ and $4.7 \sigma$, and their branching fractions are determined to be $(7.55 \pm 1.51 \pm 0.77) \times$ $10^{-3}$ and $(4.00 \pm 0.86 \pm 0.35) \times 10^{-3}$, respectively. No significant signals of $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ and $h_{c} \rightarrow p \bar{p}$ are observed, and the upper limits of the branching fractions of these decays are determined to be $<6.19 \times 10^{-4}$ and $<4.40 \times 10^{-5}$ at the $90 \%$ confidence level, respectively.
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## I. INTRODUCTION

Studies of charmonium decays play an important role in understanding the structure of quantum chromodynamics (QCD). Despite the success of QCD in describing many aspects of the strong interaction, some applications in charmonium decay mechanism remain challenging, and inconsistencies between experimental results and theoretical predictions have been reported [1].

Since the discovery of the spin-singlet charmonium state $h_{c}\left({ }^{1} P_{1}\right)$ in 2005 [2,3], many theoretical and experimental efforts have been made to understand its properties. Kuang predicted the branching fraction (BF) $\mathcal{B}\left(h_{c} \rightarrow\right.$ light hadrons) to be $(8.8 \pm 0.8) \%$ and $(48 \pm 7) \%$ with the perturbative QCD and nonrelativistic QCD models [4], respectively. Godfrey and Rosner made a prediction of $\mathcal{B}\left(h_{c} \rightarrow g g g\right)=$ $57 \%$ based on QCD calculations [5]. The significant differences between the results of these calculations arise from the use of different computational methods based on various theoretical models and the consideration of different effects. Recently, BESIII reported the BF of the electric dipole (E1) transition to be $\mathcal{B}\left(h_{c} \rightarrow \gamma \eta_{c}\right)=\left(57.66_{-3.50}^{+3.62} \pm\right.$ $0.58) \%$ [6], which is reasonably close to some theoretical predictions [4,5]. This implies that nearly half of $h_{c}$ decays proceed via non-E1 transition. However, the sum of the BFs
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of the known $h_{c}$ non-E1 decays is only about $4 \%$ [7,8], indicating that the search for new $h_{c}$ decay modes is well motivated.

In massless QCD models, the $h_{c}\left({ }^{1} P_{1}\right)$ decay into $p \bar{p}$ is forbidden due to the helicity selection rule [9]. However, the observation of the decays $\eta_{c} / \chi_{c 0} \rightarrow p \bar{p}$ [7] and the observation of $h_{c}$ formation in the $p \bar{p}$ annihilation [10] indicate substantial contributions from the effects of finite masses. These observations have stimulated theoretical calculations for the decay $h_{c} \rightarrow p \bar{p}$, arising from which a large BF of the order of $10^{-3}$ is suggested [11,12]. However, searches until now have not observed a significant signal [13]. Further experimental study of this decay is highly desirable to better understand the underlying dynamical mechanism in $h_{c} \rightarrow p \bar{p}$ decay.

In this paper, we report searches for the undiscovered decay channels of $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}, \quad h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$, $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta, \quad h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$, and $h_{c} \rightarrow p \bar{p}$ via $\psi(3686) \rightarrow \pi^{0} h_{c}$, performed through the analysis of $(2712.4 \pm 14.1) \times 10^{6} \psi(3686)$ events [14] collected with the BESIII detector in 2009, 2012, and 2021.

## II. BESIII DETECTOR AND MONTE CARLO SIMULATION

The BESIII detector [15] records $e^{+} e^{-}$collisions provided by the BEPCII storage ring [16] in the center-of-mass energy range from 2.0 to 4.95 GeV , with a peak luminosity of $1 \times 10^{33} \mathrm{~cm}^{-2} \mathrm{~s}^{-1}$ achieved at $\sqrt{s}=3.77 \mathrm{GeV}$. BESIII has collected large data samples in this energy region [17-19]. The cylindrical core of the BESIII detector covers $93 \%$ of the full solid angle and consists of a helium-based multilayer drift chamber (MDC), a plastic scintillator
time-of-flight system (TOF), and a CsI(Tl) electromagnetic calorimeter (EMC), which are all enclosed in a superconducting solenoidal magnet providing a 1.0 T magnetic field ( 0.9 T in 2012). The magnet is supported by an octagonal flux-return yoke with modules of resistive plate muon counters interleaved with steel. The charged-particle momentum resolution at $1 \mathrm{GeV} / \mathrm{c}$ is $0.5 \%$, and the $\mathrm{d} E / \mathrm{d} x$ resolution is $6 \%$ for the electrons from Bhabha scattering. The EMC measures photon energy with a resolution of $2.5 \%$ $(5 \%)$ at 1 GeV in the barrel (end-cap) region. The time resolution of the TOF barrel part is 68 ps , while that of the end-cap part is 110 ps . The end-cap TOF system was upgraded in 2015 using multigap resistive plate chamber technology, providing a time resolution of 60 ps , which benefits $\sim 83 \%$ of the data used in this analysis [20-22].

Monte Carlo (MC) simulated data samples produced with a Geant4-based [23] software package, which includes the geometric description [24] of the BESIII detector and the detector response, are used to optimize the event selection criteria, to estimate the signal efficiency and the level of background. The simulation models the beam-energy spread and initial-state radiation in the $e^{+} e^{-}$annihilation using the generator ккмС [25,26]. The inclusive MC sample includes the production of the $\psi(3686)$ resonance, the initial-state radiation production of the $J / \psi$ meson, and the continuum processes incorporated in KKMC. Particle decays are generated by Evtgen [27,28] for the known decay modes with BFs taken from the Particle Data Group (PDG) [7] and lundcharm [29,30] for the unknown ones. Final-state radiation from charged finalstate particles is included using the pHotos package [31].

For the exclusive MC simulation samples, the five channels of interest are generated using a phase-space (PHSP) model for each signal mode.

## III. EVENT SELECTION

Charged tracks reconstructed in the MDC are required to originate from a region within 10 cm from the nominal interaction point along the symmetry axis of the MDC ( $z$ axis) and within 1 cm in the perpendicular plane. The track polar angle $\theta$ measured with respect to the $z$ axis must be within the fiducial volume of the MDC, $|\cos \theta|<0.93$. The tracks are assumed to be protons for $h_{c} \rightarrow p \bar{p}$ decay and pions for other decay modes. Finally, a vertex fit constraining all charged particles to originate from a common vertex is performed.

Photon candidates are reconstructed from isolated electromagnetic showers produced in the crystals of the EMC. The deposited energy of each shower must be greater than 25 MeV in the barrel region ( $|\cos \theta|<0.80$ ) or greater than 50 MeV in the end-cap region $(0.86<|\cos \theta|<0.92)$. To suppress electronic noise and energy depositions not associated with the event, the EMC cluster timing is required to be within 700 ns of the start time of the reconstructed event. To form a $\pi^{0}$ candidate, the invariant mass of the
selected $\gamma \gamma$ pair is constrained to the known $\pi^{0}$ mass [7] by a one-constraint $(1 \mathrm{C})$ kinematic fit, and the $\chi_{1 \mathrm{C}}^{2}$ is required to be less than 20. To form an $\eta$ candidate, the invariant mass of the selected $\gamma \gamma$ pair is constrained to the known $\eta$ mass [7] with the loosest $\chi_{1 \mathrm{C}}^{2}$ requirement.

To further suppress background, a $(4+\mathrm{N}) \mathrm{C}$ kinematic fit is performed, which constrains the 4 -momentum of the final state to that of the initial system, while the masses of all $\pi^{0}$ and $\eta$ candidates (denoted by N ) are constrained to their nominal masses. The kinematics of the final state tracks are updated through the above kinematic fit. A requirement is placed on the $\chi_{(4+\mathrm{N}) \mathrm{C}}^{2}$ value of the $(4+\mathrm{N}) \mathrm{C}$ fit depending on the final state (see Table I). The value of the requirement is determined by maximizing the figure of merit, defined as $S / \sqrt{S+B}$. Here, $S$ and $B$ are the expected numbers of signal and background events, respectively, obtained from the MC simulation. If there is any excess of photon candidates in an event, then all combinations are considered, and the one with the smallest $\chi_{(4+\mathrm{N}) \mathrm{C}}^{2}$ is kept.

To suppress contamination from decays with unexpected numbers of photons, such as $\psi(3686) \rightarrow \gamma \chi_{c 2}$ with $\chi_{c 2}$ decaying to the same final states as the $h_{c}$, we require $\chi_{4 \mathrm{C}, n \gamma}^{2}<\chi_{4 \mathrm{C},(n-1) \gamma}^{2}$ for $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}, h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$, and $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$. Here, $\chi_{4 \mathrm{C}, n y}$ is obtained from a 4C kinematic fit including $n$ photons expected for the signal candidate, while $\chi_{4 \mathrm{C},(n-1) r}^{2}$ is determined from an additional 4 C fit with one missing photon compared to the signal decay, respectively. Similarly, in the $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ mode, the background of $\psi(3686) \rightarrow 2\left(\pi^{+} \pi^{-}\right) 3 \pi^{0}$ is suppressed by requiring $\chi_{7 \mathrm{C}}^{2}\left(2 \pi^{0} \eta 2\left(\pi^{+} \pi^{-}\right)\right)<\chi_{7 \mathrm{C}}^{2}\left(3 \pi^{0}\right.$ $2\left(\pi^{+} \pi^{-}\right)$.

TABLE I. Requirements on $\chi_{(4+\mathrm{N}) \mathrm{C}}^{2}$, mass windows, and the polar angle of the proton or antiproton $\left(\cos \theta_{p(\bar{p})}\right)$ for different signal decays. $M$ and $m$ denote the measured invariant mass and the known mass [7] of the indicated particle, respectively.

| Mode | $\chi_{(4+\mathrm{N}) \mathrm{C}}^{2}$ | Veto |
| :--- | :---: | :---: |
| $3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ | $<35$ | $\left\|R M\left(\pi^{+} \pi^{-}\right)-m_{J / \psi}\right\|>12\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|R M\left(\pi^{0} \pi^{0}\right)-m_{J / \psi}\right\|>30\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|M\left(\pi^{+} \pi^{-} \pi_{L}^{0}\right)-m_{\eta}\right\|>17\left(\mathrm{MeV} / c^{2}\right)$ |
| $2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ | $<20$ | $\left\|R M\left(\pi^{+} \pi^{-}\right)-m_{J / \psi}\right\|>8\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|R M\left(\pi^{0} \pi^{0}\right)-m_{J / \psi}\right\|>18\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|R M(\eta)-m_{J / \psi \mu}\right\|>7\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|M\left(\pi^{+} \pi^{-} \pi_{L}^{0}\right)-m_{\eta}\right\|>12\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|M\left(\pi^{+} \pi^{-} \pi_{L}^{0}\right)-m_{\omega}\right\|>26\left(\mathrm{MeV} / c^{2}\right)$ |
| $2\left(\pi^{+} \pi^{-}\right) \eta$ | $<25$ | $\left\|R M\left(\pi^{+} \pi^{-}\right)-m_{J / \psi}\right\|>15\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|R M(\eta)-m_{J / \psi}\right\|>10\left(\mathrm{MeV} / c^{2}\right)$ |
|  |  | $\left\|M\left(\pi^{+} \pi^{-} \pi_{L}^{0}\right)-m_{\eta}\right\|>15\left(\mathrm{MeV} / c^{2}\right)$ |
| $p \bar{p}$ |  | $\left\|M\left(\pi^{+} \pi^{-} \pi_{L}^{0}\right)-m_{\omega}\right\|>26\left(\mathrm{MeV} / c^{2}\right)$ |

The $J / \psi$-related background is vetoed by the requirements on the $\pi^{0} \pi^{0}, \pi^{+} \pi^{-}$, and $\eta$ recoil-mass windows. The mass windows are listed in Table I, where $R M$ denotes the recoiling mass, defined as $R M(X)=\sqrt{\left(p_{\psi(3686)}-p_{X}\right)^{2}}$, where $p_{\psi(3686)}$ and $p_{X}$ are the four momenta of $\psi(3686)$ and $X$, respectively. Here, the $\psi(3686) \rightarrow \pi^{+} \pi^{-} J / \psi$ candidates are selected by minimizing $\left|R M\left(\pi^{+} \pi^{-}\right)-m_{J / \psi}\right|$ in the multiple $\pi^{+} \pi^{-}$combinations, which will introduce the potential wrong combination background. Subsequently, the mass window used to veto $J / \psi$-related background by $\pi^{+} \pi^{-}$recoil mass is flexible, depending on the wrong combination background level. For the $h_{c} \rightarrow p \bar{p}$ reconstruction, the background from lepton pairs originating from $J / \psi$ decays is suppressed by requiring $\left|\cos \theta_{p(\bar{p})}\right|<0.8$, where $\theta_{p(\bar{p})}$ is the polar angle of the proton (antiproton) candidate. The energy of the $\pi^{0}$ from the $h_{c}$ decay is typically larger than the energy of the bachelor $\pi^{0}$ from $\psi(3686) \rightarrow \pi^{0} h_{c}$. In events with two neutral pions, the one with smaller energy is denoted $\pi_{L}^{0}$ while the other is denoted $\pi_{H}^{0}$. The bachelor $\pi_{L}^{0}$ should not form any resonance in combination with other final-state particles. Therefore, additional vetoes, summarized in Table I, are applied to suppress background from $\eta, \omega \rightarrow \pi^{+} \pi^{-} \pi_{L}^{0}$.

In the case of candidate $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ decays, we examine the invariant-mass spectrum of $\pi^{+} \pi^{-} \pi_{H}^{0}$ to check for the presence of an $\omega$ intermediate state. The $\omega$ signal region for $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ is set to be $\mid M\left(\pi^{+} \pi^{-} \pi_{H}^{0}\right)-$ $m_{\omega} \mid<20 \mathrm{MeV} / c^{2}$, and the $\omega$ sideband region is set to be $60<\left|M\left(\pi^{+} \pi^{-} \pi_{H}^{0}\right)-m_{\omega}\right|<100 \mathrm{MeV} / c^{2}$, where $m_{\omega}$ is the known $\omega$ mass [7], as shown in Fig. 1. All mass windows are determined to account for the respective mass resolutions.

The invariant-mass distributions for the four $h_{c}$ decay modes and the intermediate process $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$, after all selection criteria, are shown in Fig. 2. The potential backgrounds are investigated with the inclusive $\psi(3686)$ MC events, using the event-type analysis tool TopoAna [32]. It is found that for the $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ selection there are peaking background contributions from $\psi(3686) \rightarrow \pi^{0} h_{c}$, $h_{c} \rightarrow \gamma \eta_{c}, \eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$, or $\eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-} \pi^{0}\right)$, and for the $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ selection there are peaking background contributions from $h_{c} \rightarrow \gamma \eta_{c}, \eta_{c} \rightarrow \pi^{+} \pi^{-} \eta^{\prime}, \eta^{\prime} \rightarrow \pi^{+} \pi^{-} \gamma$, or $\eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0}$. Misidentification of photons as $\pi^{0} / \eta$ in these background processes can contaminate the signal region. The size of these background contributions is estimated through MC studies and included in the fit. The BF of the decay $\eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0}$ is currently unknown, which is reflected in the assignment of the systematic uncertainties. Additionally, the BFs for the other mentioned background processes are taken from the PDG [7].

To investigate contamination from continuum background, the same selection criteria are applied to the data


FIG. 1. The $M_{\pi^{+} \pi^{-} \pi_{H}^{0}}$ distribution of the accepted candidates in data. The dotted error bars represent the distribution of different $\pi^{+} \pi^{-} \pi_{H}^{0}$ combinations overlaid. The pair of red arrows show the $\omega$ signal region, and the pair of green arrows show the $\omega$ sideband region.
samples collected at the center-of-mass energy of 3.65 GeV , corresponding to an integrated luminosity of $454 \mathrm{pb}^{-1}$. No $h_{c}$ candidates are found. Therefore, continuum background is considered to be at a negligible level.

## IV. SIGNAL YIELDS

The number of $h_{c}$. signal events $N_{h_{c}}^{\text {obs }}$ for each signal decay mode is determined from maximum likelihood fits to the corresponding mass spectra, as shown in Fig. 2. For the channels where a signal is observed, the signal shape is described by a convolution of the MC-simulated shape and a Gaussian function accounting for the difference in mass resolution between data and MC simulation, where the width of the Gaussian function is a free parameter in the fit. For the channels with no significant signals observed $\left[h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta\right.$ and $\left.h_{c} \rightarrow p \bar{p}\right]$, only the MC-simulated shapes are used. In the fit to the $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ decay, two additional normalized peaking background components from $h_{c} \rightarrow \gamma \eta_{c}, \eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$, and $h_{c} \rightarrow \gamma \eta_{c}, \eta_{c} \rightarrow$ $2\left(\pi^{+} \pi^{-} \pi^{0}\right)$ are included with fixed background contributions of 3.9 and 35.4 events, respectively. Additionally, for the $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ mode, a contribution of 20 events is included from $h_{c} \rightarrow \gamma \eta_{c}, \eta_{c} \rightarrow \pi^{+} \pi^{-} \eta^{\prime}$ background. The remaining nonpeaking background shape is described by an ARGUS function [33], with end point fixed at the kinematic threshold of $3.551 \mathrm{GeV} / c^{2}$. The statistical significance of the $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ decay is greater than $5 \sigma$, and that of the intermediate process $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ in the $3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ final state is $4.7 \sigma$. The significance for the $h_{c} \rightarrow$ $2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ mode is determined to be $4.8 \sigma$. For each signal decay mode, the significance is estimated from the likelihood difference with and without the signal component included in the fit, taking into account the change in the number of degrees of freedom. The systematic uncertainties are considered in determining the final signal significance.


FIG. 2. Fits to the invariant-mass distributions of (a) $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$, (b) $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$, (c) $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$, (d) $h_{c} \rightarrow p \bar{p}$, (e) $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ in the $\omega$ signal region, and (f) $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ in the $\omega$ sideband region. The green histogram shows the scaled $h_{c}$ peak obtained from the fit to the events inside the $\omega$ sideband region. The lower panels of each plot show the fit residuals expressed in number of standard deviations.

The signal yield for $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ is evaluated by performing a simultaneous fit to the $M\left(3\left(\pi^{+} \pi^{-}\right) \pi^{0}\right)$ spectra for the events in both $\omega$ signal and sideband regions using the signal and background shapes described above. The width of the Gaussian function used for smearing is fixed to the value obtained from the fit for the $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$
decay. The $h_{c}$ yield in the $\omega$ sideband region is scaled by a factor $f_{\omega}=0.50$, which takes into account the relative difference in the number of events between $\omega$ signal and sideband regions, as shown in Fig. 1. Specifically, in the fitting of the $\pi^{+} \pi^{-} \pi^{0}$ invariant mass spectrum, the signal component is modeled with a double Gaussian function.

TABLE II. The number of observed signal events $N_{h_{c}}^{\text {obs }}$, the detection efficiency, the product BF $\mathcal{B}\left(\psi(3686) \rightarrow \pi^{0} h_{c}\right) \times \mathcal{B}\left(h_{c} \rightarrow X\right)$, and the absolute $\mathrm{BF} \mathcal{B}\left(h_{c} \rightarrow X\right)$. The first and second uncertainties are statistical and systematic, respectively.

| Final state ( $X$ ) | $N_{h_{c}}^{\text {obs }}$ | $\epsilon(\%)$ | $\mathcal{B}\left(\psi(3686) \rightarrow \pi^{0} h_{c}\right) \times \mathcal{B}\left(h_{c} \rightarrow X\right)$ |  | $\mathcal{B}\left(h_{c} \rightarrow X\right)$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
|  |  |  | This study | Previous BESIII result |  |
| $3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ | $834.7 \pm 102.3$ | $4.64 \pm 0.01$ | $(6.79 \pm 0.83 \pm 0.56) \times 10^{-6}$ | $<7.56 \times 10^{-6}[7]$ | $(9.28 \pm 1.14 \pm 0.77) \times 10^{-3}$ |
| $2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ | $154.4 \pm 30.8$ | $2.68 \pm 0.01$ | $(5.33 \pm 1.10 \pm 0.56) \times 10^{-6}$ | ... | $(7.55 \pm 1.51 \pm 0.77) \times 10^{-3}$ |
| $2\left(\pi^{+} \pi^{-}\right) \eta$ | <33.7 | $7.05 \pm 0.01$ | $<4.53 \times 10^{-7}$ |  | $<6.19 \times 10^{-4}$ |
| $p \bar{p}$ | 12.4 | $14.35 \pm 0.02$ | $<3.22 \times 10^{-8}$ | $<1.3 \times 10^{-7}$ [13] | $<4.40 \times 10^{-5}$ |
| $2\left(\pi^{+} \pi^{-}\right) \omega$ | $236.9 \pm 50.9$ | $3.42 \pm 0.01$ | $(2.93 \pm 0.63 \pm 0.26) \times 10^{-6}$ | ... | $(4.00 \pm 0.86 \pm 0.35) \times 10^{-3}$ |

The remaining combinatorial background shape is described by a first-order polynomial function.

Since no significant signals of $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ and $h_{c} \rightarrow$ $p \bar{p}$ are observed, the upper limits of the signal yields for these decays are determined to be 33.7 and 12.4 , respectively. The upper limit has already incorporated the systematic uncertainty, and the corresponding method is discussed in Sec. V.

The BFs of the $h_{c}$ decay channels are calculated with

$$
\begin{equation*}
\mathcal{B}\left(h_{c} \rightarrow X\right)=\frac{N_{h_{c}}^{\mathrm{obs}}}{N_{\psi(3686)} \cdot \mathcal{B}\left(\psi(3686) \rightarrow \pi^{0} h_{c}\right) \cdot \prod_{i} \mathcal{B}_{i} \cdot \varepsilon} \tag{1}
\end{equation*}
$$

Here, $N_{h_{c}}^{\text {obs }}$ is the number of observed $h_{c}$ signal events, $N_{\psi^{(3686)}}$ is the total number of $\psi(3686)$ events, $X$ denotes a given final state, $\mathcal{B}_{i}$ is the BF of the $i$ th intermediate state taken from the PDG [7], and $\varepsilon$ is the detection efficiency. The results and related numerical information are given in Table II.

## V. SYSTEMATIC UNCERTAINTIES

The sources of systematic uncertainties in the BF measurements are associated with the tracking efficiency, photon-detection efficiency, $\pi^{0}$ or $\eta$ reconstruction efficiency, kinematic fit, signal-yield extraction, choice of theoretical model, etc. The evaluated contributions to the systematic uncertainties are listed in Table III and discussed below.
(i) Tracking efficiency: The tracking efficiency of charged pions is estimated by studying the control sample of $J / \psi \rightarrow \pi^{+} \pi^{-} \pi^{0}$ decays. The MC simulation is reweighted in two-dimensional $\left(\cos \theta, p_{t}\right)$ intervals according to the efficiencies obtained from the control sample, where $\theta$ is the polar angle and $p_{t}$ is the transverse momentum of the charged pion. The observed change in the selection efficiency is assigned as the systematic uncertainty. The systematic uncertainties associated with the tracking efficiencies of protons (antiprotons) are estimated with the control samples $J / \psi \rightarrow p \bar{p} \pi^{+} \pi^{-}$decays [35],
and both of them are assigned as $1.0 \%$ for per proton (antiproton).
(ii) Photon-detection efficiency: The photon-detection efficiency is studied using a control sample of $e^{+} e^{-} \rightarrow \gamma \mu^{+} \mu^{-}$events. The difference in the photon detection efficiencies between data and MC simulation, $0.5 \%$, is assigned as the systematic uncertainty for each photon.
(iii) $\pi^{0}$ and $\eta$ reconstruction efficiency: Based on a control sample of $e^{+} e^{-} \rightarrow \omega \pi^{0}$ events at $\sqrt{s}=3.773 \mathrm{GeV}$, the difference of the $\pi^{0}$ reconstruction efficiencies between data and MC simulation is studied and found to have the following dependence on momentum: (0.06-2.41 • p $[\mathrm{GeV} / c]) \%$. The systematic uncertainty associated with this difference is calculated by averaging this function over the $\pi^{0}$ momentum distribution in each signal decay mode. The uncertainty due to the choice of $\eta$ mass window is determined to be $1.0 \%$ per $\eta$, from studies of a high purity control sample of $J / \psi \rightarrow p \bar{p} \eta$ decays [36].
(iv) Kinematic fit: The systematic uncertainty associated with the kinematic fit is estimated by comparing the efficiencies with and without a helix parameter correction applied to the signal MC events [37]. The assigned systematic uncertainties are (2.1-3.2)\% for the different signal decay modes.
(v) Signal-yield extraction:

Mass window: To evaluate the systematic uncertainty associated with the choice of mass window, we perform a Barlow test [38] to examine the deviation in significance ( $\zeta$ ) between the baseline fit and that performed for the systematic test. The deviation in significance is defined as

$$
\begin{equation*}
\zeta=\frac{\left|V_{\text {nominal }}-V_{\text {test }}\right|}{\sqrt{\left|\sigma_{V \text { nominal }}^{2}-\sigma_{V \text { test }}^{2}\right|}} \tag{2}
\end{equation*}
$$

where $V$ represents the $\mathrm{BF} ; \sigma_{V}$ is the statistical uncertainty on $V$. For each signal decay, the mass window is varied by up to one times the corresponding mass resolution, with a step of 0.25
times the mass resolution. If the $\zeta$ value is not greater than 2, its effect is assumed to be negligible. For the decays where no significant signal is observed, the corresponding systematic uncertainty is assigned as the maximum difference within the various test ranges mentioned earlier (unless otherwise specified, similar situations are estimated using the same method). Additionally, the systematic uncertainty associated with the choice of $\omega$ mass window is estimated from a control sample of $\psi(3686) \rightarrow K^{+} K^{-} \omega$ decays. The differences in the acceptance efficiencies between data and MC simulation are taken as the corresponding systematic uncertainties.

Fit range: The systematic uncertainty arising from the choice of fit range is similarly investigated using the Barlow test. To determine the corresponding $\zeta$ distribution, we systematically adjust the fit range by shrinking the interval $(3480,3551) \mathrm{MeV} / c^{2}$ to $(3500,3551) \mathrm{MeV} / c^{2}$, with a step size of $2 \mathrm{MeV} / c^{2}$.

Signal shape: To estimate the systematic uncertainty associated with the choice of signal shape, we use an alternative MC-simulated shape convolved with a double Gaussian function. The difference relative to the nominal fit is taken as the systematic uncertainty.

Background shape: The uncertainties due to the choice of background shape is estimated by replacing the ARGUS function with a second-order Chebychev polynomial function. The change in the fitted signal yield is taken as the systematic uncertainty.
$\eta_{c}$ peaking background: The uncertainty associated with the knowledge of the $\eta_{c}$ peaking background is estimated according to the uncertainty of the corresponding BF measurements $[7,39]$ or by including this contribution in the fit, assuming $\mathcal{B}\left(\eta_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0}\right)$ is equal to $\mathcal{B}\left(\eta_{c} \rightarrow\right.$ $2\left(\pi^{+} \pi^{-}\right) \eta$ ), and assigning the largest differences between these and the baseline results as the systematic uncertainty.

Wrong-combination background: The uncertainty due to the wrong-combination background (WCB) in the $\pi^{0}$ reconstruction is investigated by studying the matching angle between generated and reconstructed momenta. Events containing candidates with matching angles greater than $10^{\circ}$ are classified as the WCB background. The possible bias due to WCB is estimated by comparing the signal yields with and without including the WCB contribution in the fits. The difference in the fitted signal yield is taken as the systematic uncertainty.

Normalization factor: The systematic uncertainty related to the normalization factor in calculating the non- $\omega$ contribution in extracting the number of the
$h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$ signal events is estimated by producing multidimensional Gaussian random numbers with the covariance matrix from the fit as input. A group of normalization factors is obtained from this procedure, and the standard deviation of the corresponding distribution is taken as the systematic uncertainty.
$\omega$ sideband: The systematic uncertainty due to the choice of $\omega$ sideband region is determined by widening and narrowing the range by one standard deviation of the $\omega$ mass resolution. The largest change relative to the fitted signal yield for $h_{c} \rightarrow$ $2\left(\pi^{+} \pi^{-}\right) \omega$ is taken as the corresponding systematic uncertainty.
(vi) Theoretical model: There is a potential systematic bias associated with the choice of theoretical model for the primary decay of $\psi(3686) \rightarrow \pi^{0} h_{c}$ and the sequential decay $h_{c} \rightarrow$ hadrons, since these decays are not understood well at present. The difference in reconstruction efficiencies between simulated events generated with the PHSP model and the model proposed in Refs. [27,28] is assigned as the systematic uncertainty for $\psi(3686) \rightarrow \pi^{0} h_{c}$. The difference in efficiencies between events generated with the PHSP model and the mixed model including additional intermediate states is taken as the systematic uncertainty for $h_{c} \rightarrow$ hadrons.
(vii) MC sample size: The statistical uncertainty in the reconstruction efficiency associated with the finite MC sample size can be calculated as $\Delta_{\epsilon}=$ $\sqrt{\epsilon(1-\epsilon) / N}$, where $\epsilon$ is the reconstruction efficiency, and $N$ is the total number of generated events. The relative uncertainty from this source is $\Delta_{\epsilon} / \epsilon$.
(viii) Input BFs: The uncertainties in the knowledge of the BFs of $\mathcal{B}\left(\psi(3686) \rightarrow \pi^{0} h_{c}\right), \mathcal{B}(\eta \rightarrow \gamma \gamma)$, and $\mathcal{B}\left(\omega \rightarrow \pi^{+} \pi^{-} \pi^{0}\right)$, which are $5.6 \%$ [39], $0.5 \%$ [7], and $0.8 \%$ [7], respectively, are assigned as individual systematic uncertainties.
(ix) $N_{\psi(3686)}$ : The total number of $\psi(3686)$ events in the sample is determined from inclusive hadronic $\psi(3686)$ decays with an uncertainty of $0.5 \%$ [14].
The systematic uncertainties are summarized in Table III. For each signal decay mode, the total systematic uncertainty is obtained by adding all contributions in quadrature under the assumption that they are independent.

The systematic uncertainty from the upper limit of signal events $N_{h_{c}}^{\text {obs }}$ at $90 \%$ confidence level includes additive sources and multiplicative sources. To account for the additive systematic uncertainties related to the fits, several alternative fits are performed. These alternative fits involve signal shape, background shape, $\eta_{c}$ peaking-background shape as well as different fit ranges, and the one resulting the most conservative upper limit is chosen. Then, the

TABLE III. Relative systematic uncertainties (in percent) for each $h_{c}$ decay channel. The dash indicates that the systematic uncertainty is not applicable. Asterisk denotes that the additive systematic uncertainty values are invalid.

| Source | $3\left(\pi^{+} \pi^{-}\right) \pi^{0}$ | $2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ | $2\left(\pi^{+} \pi^{-}\right) \eta$ | $p \bar{p}$ | $2\left(\pi^{+} \pi^{-}\right) \omega$ |
| :---: | :---: | :---: | :---: | :---: | :---: |
| Tracking | 2.3 | 1.6 | 1.4 | 2.0 | 2.3 |
| Photon efficiency | 2.0 | 3.0 | 2.0 | 1.0 | 2.0 |
| $\pi^{0}$ reconstruction | 2.1 | 2.2 | 0.5 | 0.5 | 1.6 |
| $\eta$ reconstruction | ... | 1.0 | 1.0 | ... | ... |
| Kinematic fit | 2.1 | 2.3 | 2.5 | 3.2 | 2.3 |
| Mass window | Negligible | 1.2 | 6.8 | ... | 1.1 |
| Signal shape | 0.8 | 0.3 | * | * | 2.1 |
| Background shape | 2.6 | 4.1 | * | * | 2.5 |
| $\eta_{c}$ peaking-background shape | ... | 1.8 | * | $\ldots$ | ... |
| WCB | 1.3 | 1.9 | $\ldots$ | $\ldots$ | Negligible |
| Fit range | Negligible | Negligible |  |  | Negligible |
| Normalization factor | ... | ... | $\ldots$ | $\ldots$ | 0.5 |
| $\omega$ sideband | $\ldots$ | $\ldots$ | $\ldots$ | $\ldots$ | 3.8 |
| Theoretical model | 3.1 | 5.0 | 0.1 | Negligible | 0.6 |
| MC sample size | 0.2 | 0.1 | 0.1 | 0.3 | 0.4 |
| Input BFs | 5.6 | 5.6 | 5.6 | 5.6 | 5.7 |
| $N_{\psi(3686)}$ | 0.5 | 0.5 | 0.5 | 0.5 | 0.5 |
| Sum | 8.3 | 10.2 | 13.7 | 11.2 | 8.8 |

multiplicative systematic uncertainty is incorporated in the calculation of the upper limit via [40,41]

$$
\begin{equation*}
L^{\prime}(N)=\int_{0}^{1} L\left(\frac{S}{\hat{S}} N\right) \exp \left[-\frac{(S-\hat{S})}{2 \sigma_{S}^{2}}\right] d S \tag{3}
\end{equation*}
$$

where, $L(N)$ is the likelihood distribution as a function of signal events, $N ; S$ is the expected efficiency, and $\hat{S}$ is the nominal efficiency; $\sigma_{S}$ is its multiplicative systematic uncertainty coming from Table III. Following these steps, the corresponding likelihood distribution can be obtained as shown in Fig. 3. The assumed yields for processes $h_{c} \rightarrow$ $2\left(\pi^{+} \pi^{-}\right) \eta$ and $h_{c} \rightarrow p \bar{p}$ at $90 \%$ confidence level are set as upper limits, and the corresponding BF calculated using Eq. (1) is the upper limit BF, as shown in Table II.

## VI. SUMMARY

By analyzing $(2712.4 \pm 14.1) \times 10^{6} \psi(3686)$ events collected in the BESIII experiment, we report the observation of $h_{c} \rightarrow 3\left(\pi^{+} \pi^{-}\right) \pi^{0}$, as well as evidence for the decays $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \pi^{0} \eta$ and $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \omega$. We have also searched for $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ and $h_{c} \rightarrow p \bar{p}$, but no significant signal is observed for both decays. The measured BFs or upper limits at the $90 \%$ confidence level are listed in Table II. The upper limit on $\mathcal{B}\left(h_{c} \rightarrow p \bar{p}\right)$ is a factor of three lower than that set in previous studies [13]. Furthermore, the limit is a factor of 100 lower than the predictions found in Refs. [11,12], which indicates the need for improved theoretical calculations as well as more sensitive measurements.



FIG. 3. The normalized likelihood distribution for (left) $h_{c} \rightarrow 2\left(\pi^{+} \pi^{-}\right) \eta$ and (right) $h_{c} \rightarrow p \bar{p}$ mode. The results obtained with and without incorporating the systematic uncertainties are shown in blue dots and black dots, respectively. The arrow is the position of the upper limit on the signal yields at $90 \%$ confidence level.
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