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In this paper, we present a CT18 PDF global QCD analysis at leading order in QCD perturbation theory.
The CT18 LO PDFs is obtained within the general CT18 framework, along with two additional procedures
imposed to improve the quality of the fit. We take theW-boson charge asymmetry and inclusive single-top
production at LHC as examples to illustrate implications of the CT18 LO PDFs.
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I. INTRODUCTION

Parton distribution functions (PDFs) describe the struc-
ture of hadrons as composed of (anti)quarks and gluons.
PDFs are needed to make predictions for hard scattering
processes in high-energy collisions. Commonly used event
generators, such as PYTHIA, still rely on simulations of
parton showers using LO splitting kernels to avoid negative
weights at higher orders [1,2] Although that current parton
shower algorithms provide consistent descriptions with
next-to leading order (NLO) matrix elements, or even
next-to-next-to leading order (NNLO) matrix elements,
with matching and merging methods [3–5], the LO PDFs
are still needed for consistent predictions by parton
showering programs. An alternative approach is to redis-
tribute event weights, so that negative weight would be
avoided [6–10]. Currently, with measurements at the Large
Hadron Collider (LHC) becoming unprecedentedly precise,
PDFs must be known at a high level of accuracy and
precision. Such precise PDF parametrizations are provided
by several groups [11–13] by taking advantage of pre-
dictions at the NNLO in QCD coupling αs for a large
number of collider processes. Meanwhile, the predictive
power of the leading order (LO) QCD theory is no longer
sufficient for today’s precise measurements, so that one is
required to go beyond LO for a good description of data.

The limitation of the LO QCD theory translate into the
difficulty of LO PDFs’ determination, as some of the
missing higher-order terms in an hard-scattering cross
section are absorbed into the extracted LO PDFs.
Recent LO PDFs are available from the MSHT20 [12]

and NNPDF4.0 [13] analyses. To improve the description
of Drell-Yan (DY) processes, a K factor of 1þ αsCFπ=2
has been adopted in LO PDF fits of the MSHT family
[12,14,15], where CF ¼ 4=3 in QCD. The fit quality of
MSHT20 LO is χ2=Npt ¼ 2.58, which is worse than their
previous LO results and the MSHT20 (N)NLO PDFs. The
NNPDF4.0 LO is not able to fit experimental data well
either, with χ2=Npt ¼ 3.35. Such a bad quality of these fits
is due in part to the inclusion of high precise LHC
measurements, for which NNLO corrections to theory
predictions are already essential for a precise description.
The optimized CTEQ-TEA PDFs for LO event gener-

ators [16], CT09MCS, CT09MC1, and CT09MC2 were
obtained in 2010 by generalizing the conventional QCD
global analysis. The CT09MC candidate PDFs were con-
strained by not only the real experimental datasets, but also
the NLO pseudodatasets for representative LHC processes
as a joint input to the global fit. These PDFs described the
underlying event at the Tevatron and LHC at a reasonably
good level. Specifically, in CT09MCS, the factorization
scales in the LO matrix elements and the normalization
for each pseudodatasets were allowed to vary to reach the
best agreement with NLO pseudodata. In CT09MC1 and
CT09MC2 PDFs, the momentum sum rule, which reflects
the conservation of total momentum carried by partons,
was relaxed, and the factorization scales for pseudodatasets
were constant. The normalization to each pseudodataset
was still fitted as in the CT09MCS analysis. Two PDFs sets,
CT09MC1 and CT09MC2 PDFs, were determined with
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1-loop and 2-loop expressions of the running strong
coupling αs, respectively. For the most recent LO set of
CTEQ-TEA family, CT14 LO PDFs [17], two PDF sets
were provided. One is obtained with LO αs evolution and
αsðMZÞ ¼ 0.130 to make up for the insufficient PDF
evolution, as compared to (N)NLO analysis. The other
PDF set is obtained with NLO αs evolution and
αsðMZÞ ¼ 0.118. The quality of fits χ2=Npt was 1.99,
2.17 for CT14 LO with LO αs evolution and with NLO αs
evolution, respectively.
Turning now to the CT18 global analysis [11], a wide

variety of precise LHC measurements, on top of the
combined HERA Iþ II DIS [18] datasets and CT14 data-
sets, are used to determine CT18 NLO and NNLO PDFs.
We expect that a LO fit within the CT18 framework would
suffer from the same difficulty of describing high-precise
LHC data without higher-order corrections as in the case of
MSHT20 LO and NNPDF4.0 LO.
In the following, experimental datasets and the special

settings to improve the results of fits from the limitation of
LO perturbation theory are introduced in Sec. II. Section III
describes the results of fits and analyzes the impact of the
new LHC precision data. In Sec. IV, we study implications
of the CT18 LO PDFs for some of the LHC observables,
such as the W-boson charge asymmetry and single-top
production. Section V contains our conclusions.

II. DESCRIPTION OF THE CT18 LO GLOBAL FIT

A. CT18 datasets

The CT18 QCD global analysis [11] is obtained by
fitting a selection of high-statistics LHC datasets, the
combined HERA Iþ II DIS dataset, and datasets already
included in CT14 global QCD analysis [17], for a total of
40 datasets. The global fits are performed with NLO and
NNLO perturbative QCD predictions. Both NLO and
NNLO fits can describe this large dataset well, as quantified
by χ2=Npt shown in Tables I and II. In Sec. II B, we will

show that a subset of the CT18 dataset, particularly
consisting of high-precision LHC datasets from run-2, is
difficult to fit with LO QCD theory.
Out of 11 high-precision LHC datasets included in the

CT18 analyses, five datasets correspond toW and Z vector
boson production. From ATLAS, there is the 8 TeV
transverse momentum pT of lepton pairs distribution in
Z=γ� production with 20.3 fb−1 (ID ¼ 253) [26]. From
CMS, the 8 TeV muon charge asymmetry Ach for inclusive
W� production with 18.8 fb−1 (ID ¼ 249) [24] is included.
From LHCb, the datasets included are 7 TeV W and Z
forward rapidity cross section distribution measurement
with 1.0 fb−1 (ID ¼ 245) [22], 8 TeV Z → eþe− forward
rapidity cross section with 2.0 fb−1 (ID ¼ 246) [23], and
8 TeV W and Z production cross section with 2.0 fb−1

(ID ¼ 250) [25]. The ATLAS 7 TeV W and Z com-
bined cross section (ID ¼ 248) dataset [42] is not included
in the nominal CT18, since this dataset is observed to have
tension with other datasets (Sec. II C of [11]). Alternative
PDF sets, CT18A and CT18Z, have been generated with
the inclusion of ATLAS

ffiffiffi

s
p ¼ 7 TeV W and Z dataset.

In the CT18 LO analysis, we start from the CT18
datasets, without the inclusion of the above mentioned
ATLAS

ffiffiffi

s
p ¼ 7 TeV W and Z dataset. Then, as will be

shown in the next section, we will exclude five datasets that
cannot be correctly described at LO.

B. Special procedures adopted in the CT18 LO fit

Theory predictions at LO are less complicated than at
higher orders, but they miss some vital quantum corrections
for describing the most precise experimental data. Many
NLO predictions of LHC cross sections tend to be larger
than predictions at LO. Predictions of differential cross
sections with LO PDFs and LO matrix elements are
unreliable also in terms of shape. See, for example,
Fig. 1 of Ref. [16] for a comparison between LO and
NLO predictions for SM boson rapidity distributions at the

TABLE I. Quality of fit to the datasets for which χ2=Npt values of CT18 LOpert are larger than 6. The values
with an asterisk are χ2=Npt of the datasets that are not included in the corresponding fit. Totally, the number of data
points in CT18 LO is 3547, which is reduced by the first choice from the number of data points in CT18 LOpert
and (N)NLO, 3861.

ID Dataset CT18 LO CT18 LOpert CT18 NLO CT18 NNLO

145 H1 σbr [19] 6.14� 6.26 1.49 0.68
147 Combined HERA charm production [20] 21.14� 11.54 0.80 1.24
169 H1 FL [21] 17.15� 17.15 0.77 1.89
245 LHCb 7 TeV W=Z rap. [22] 5.85 8.36 2.29 1.63
246 LHCb 8 TeV Z → ee rap. [23] 5.84 11.06 2.09 1.00
249 CMS 8 TeV W Ach [24] 2.17 9.14 0.60 1.03
250 LHCb 8 TeV W=Z rap. [25] 10.59 13.61 3.36 2.17
253 ATLAS 8 TeV Z pll

T [26] 19.21� 19.20 2.06 1.12

Total 1.60 2.15 1.17 1.17
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LHC. To resolve this difficulty, the conventional approach
for PDF determination needs to be extended.
The experimental uncertainty in the LHC run-2 datasets

from vector boson production is at a percent level; a LO fit
with the inclusion of these datasets is difficult. To illustrate
this point, a PDF set named CT18 LOpert has been
generated, where all theoretical predictions are computed
at LO, and no other adjustments have been applied. In
Tables I and II, the CT18 LOpert presents undesirable
qualities of fit to both total and specific datasets. In order to
improve the fit at the LO, in our final PDF set, CT18 LO,
we have made the following two special choices:
(1) From the CT18 dataset, we exclude ID 169 H1 FL

[18], ID 145 H1 bottom reduced cross section [19],
ID 147 combined HERA charm production [20], ID
253 ATLAS 8 TeV Z boson pll

T distribution [26],
and ID 268 ATLAS 7 TeV W and Z bosons rapidity
distribution plus W charge asymmetry distribution
[43], since these datasets cannot be well described
by the QCD theory at the leading order. Further-
more, the ID248 ATLAS 7 TeV precision W and Z
data [42] were not included in the nominal CT18
NLO and NNLO analysis, but in the alternative
CT18A and CT18Z NLO and NNLO PDFs
sets [11]. After excluding all the above-mentioned
datasets, the total number of remaining data points is
3547, which is 134 points less than in the CT18
dataset.

(2) In the rest of Drell-Yan datasets, for inclusive
production of either W� or Z bosons, we multiply

the LO hard cross sections by a K factor KðQÞ given
in Eq. (1) to partially make up for the deficit of
production rate,

KðQÞ ¼ 1þ αsðQÞ
π

CFπ
2

2
: ð1Þ

.
To explain the first choice, we first note that, at the

leading order Oðα0sÞ, the longitudinal structure function
FL ¼ F2 − 2xF1 respects the Callan-Gross relation [44],

F2 − 2xF1 ¼ 0: ð2Þ

Beyond the LO, the gluon emission gives rise to non-
vanishing FL, and the Callan-Gross relation is violated. In
the CT18 dataset, the H1 FL data measure the longitudinal
structure function: a LO PDF fit cannot predict this data.
The large χ2=Npt values of the H1 FL data for CT18 LO
and CT18 LOpert in Table I reflect the inconsistency
between the H1 FL data and the Callan-Gross relation
FL ¼ 0 predicted by LO theory. Hence, we exclude this
dataset from the LO fit. The H1 bottom reduced cross
section and the combined HERA charm reduced DIS cross
sections are sensitive to higher-order QCD corrections and
the mass of heavy partons [45–49]. Therefore, we also
exclude these two datasets. Moreover, a LO QCD calcu-
lation, at OðαsÞ, cannot describe well the ATLAS 8 TeV Z
boson pll

T distribution [26] because of the presence of a
large logarithm lnðMZ=pll

TÞ. Likewise, a QCD calculation

TABLE II. Similar to Table I, quality of fits χ2=Npt for DIS and jet datasets in the CT18 dataset are compared.

ID Dataset
CT18
LO

CT18
LOpert

CT18
NLO

CT18
NNLO

160 HERAIþ II 1 fb−1 H1 and ZEUS NC and CC e�p reduced cross sec. comb. [18] 1.72 1.64 1.22 1.26
101 BCDMS Fp

2 [27] 1.16 1.26 1.08 1.11
102 BCDMS Fd

2 [28] 1.29 1.64 1.13 1.12
104 NMC Fd

2=F
p
2 [29] 1.17 1.43 0.97 1.02

108 CDHSW Fp
2 [30] 1.09 1.52 0.90 1.01

109 CDHSW Fp
3 [30] 1.22 1.42 0.82 0.90

110 CCFR Fp
2 [31] 1.78 2.55 1.15 1.14

111 CCFR xFp
3 [32] 0.53 0.80 0.41 0.39

124 NuTeV νμμ SIDIS [33] 1.02 2.11 0.52 0.49
125 NuTeV ν̄μμ SIDIS [33] 1.73 2.46 1.03 1.17
126 CCFR νμμ SIDIS [34] 0.60 1.43 0.79 0.75
127 CCFR ν̄μμ SIDIS [34] 0.58 1.15 0.54 0.52

504 CDF run-2 inclusive jet production [35] 1.54 1.46 1.49 1.70
514 D0 run-2 inclusive jet production [36] 1.22 1.38 1.07 1.03
542 CMS 7 TeV 5 fb−1 single incl. jet cross sec., R ¼ 0.7 (extended in y) [37] 1.41 1.56 1.23 1.23
544 ATLAS 7 TeV 4.5 fb−1 single incl. jet cross sec., R ¼ 0.6 [38] 1.50 1.58 1.40 1.45
545 CMS 8 TeV 19.7 fb−1 single incl. jet cross sec., R ¼ 0.7, (extended in y) [39] 1.65 1.78 1.10 1.14
573 CMS 8 TeV 19.7 fb−1 tt̄ norm. double-diff. top pT and y cross sec. single [40] 2.05 2.38 1.56 1.18
580 ATLAS 8 TeV 20.3 fb−1 tt̄ pt

T and mtt̄ absolute spectrum [41] 2.41 3.38 1.29 0.63

Total 1.60 2.15 1.17 1.17
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at OðαsÞ cannot describe well the inclusive W or Z
production cross sections, if asymmetric kinematic cuts
are applied to the two decay leptons, such as in the ATLAS
charge asymmetry measurement. Needless to say that, at
Oðα0sÞ, the pT distribution of the Drell-Yan pair produced
at the LHC is a delta function with a peak at zero, and
the two decay leptons must have the same transverse
momenta, as predicted by the parton model with longi-
tudinal PDFs. Hence, these datasets are also excluded from
our LO fits.
The importance of the second choice will be discussed in

Sec. III B. In the LO PDF studies of the MSHT family
[12,14,15], this K factor, Eq. (1), was adopted to help
describe vector boson production data. Apart from these
two special choices, no other modifications in the fitting
procedure were made. As for the strong coupling αs, it is
expected that a LO PDF analysis would prefer a larger
value of αs. We decided to fix it to be αsðmZÞ ¼ 0.135 at
the Z boson mass scale, which yields the best quality of fit
at the LO. The αs dependence of CT18 LO fit will be
discussed in Sec. III C.

III. RESULTS

A. Quality of the fit

Goodness-of-fit figures, χ2=Npt, for individual datasets
are summarized in Tables I and II. The overall χ2=Npt of
CT18 LO is 1.60, significantly improved from 2.15, the
total χ2=Npt of CT18 LOpert fit. The fit to the CT18
LO dataset is clearly improved by the steps described in
Sec. II B, though it is still worse than in the CT18 NLO and
NNLO fits.
After multiplication by the Drell-Yan K factor, Eq. (1),

the high-precision LHC W and Z bosons production
datasets in Table I acquire a better, still too high, χ2=Npt

in CT18 LO. Fits to DIS and jet datasets shown in Table II
are mostly improved from CT18 LOpert; again, it is
difficult to obtain a good fit with χ2=Npt ∼Oð1Þ at this
order. In CT18 LO, the ID160 HERA Iþ II combined
reduced cross section [18] has a slightly larger χ2=Npt than
in CT18 LOpert. This increase only comes from several
data points with very low energy scale Q ¼ 2.121 GeV in
the neutral-current channel of eþp scattering, where the
correlated systematic errors pull the central values of data
points away from theory prediction. In the CTEQ-TEA
program, the best-fit value of χ2 is the combination of the
best fit χ2 to the shifted data and the contribution from the
optimal nuisance parameters [11,50]. The optimal nuisance
parameters for these low energy neutral-current HERA data
points thus have very large values, suggesting that there is a
noticeable systematical bias in the CT18 LO fit to these
data points. The agreement with the rest of HERA data
points is about the same in the CT18 LO and LOpert fits. A
similar phenomenon, that one data point χ2=Npt increases

from CT18 LOpert to CT18 LO, also happens to ID504
CDF run-2 inclusive jet production [35].

B. Functional dependence and moments of PDFs

In Table III, we summarize the second moments hxi that
quantify the momentum carried by individual parton
flavors. The moments are computed at the initial scale
Q0. In comparison to the CT18 NLO central values, the
strange and gluon second moments are increased to
compensate for the missing higher-order contributions to
the Wilson coefficients of a number of scattering processes.
Under the total momentum sum rule, all the other flavors
are allocated with less momenta than in CT18 NLO, as
more momentum is carried by the gluon and strange
distributions. The CT18 LO second moments at Q0 scale
in general are consistent with CT18 NLO within 1 standard
deviation, except for the strange PDF. Without higher-order
corrections, a better determination of strange PDF is
difficult, as to be seen below. In terms of the PDF
configuration, the gluon and strange distributions of
CT18 LO are enhanced, while the bumps in valence quarks
are reduced. The figures of PDF comparison between CT18
LO and NLO are available at the website [51].
The Fig. 1 shows comparisons of CT18 LO PDFs to

MSHT20 LO [12] and NNPDF4.0 LO [13] PDFs at
2.0 GeV. We note that we do not generate the CT18
PDF error sets at the LO, as done in the CT18 (N)NLO fits,
because the LO theoretical uncertainty is large. Three LO
PDFs are found to be inconsistent with each other across a
wide range of x at 2.0 GeV. As shown in Fig. 2, the
differences among three LO PDFs at the electroweak scale
are reduced as a result of the DGLAP evolution. But their
differences are still significant in typical LHC measure-
ments. More figures for the comparison of LO PDFs are
available at the website [51].
Today, vector boson production at the LHC can be

measured so precisely that total experimental uncertainty is
at a percent level. The Born-level cross section is not
capable of describing precise experimental data as accu-
rately as those beyond the leading order. In Fig. 3, we

TABLE III. The second moments of CT18 LO and CT18 NLO
PDFs at the initial scale Q0 ¼ 1.3 GeV. The numbers showing in
brackets are the CT18 NLO uncertainties on the last quoted
decimal at the 68% confidence level. The CT18 NLO uncertain-
ties for hxiū, hxid̄, and hxis are negligible.

PDFs hxiu hxid hxiuv hxidv
CT18 LO 0.34 0.16 0.31 0.12
CT18 NLO 0.35(4) 0.17(4) 0.32(4) 0.13(4)

hxiū hxid̄ hxis hxig
CT18 LO 0.03 0.04 0.02 0.40
CT18 NLO 0.03(0) 0.04(0) 0.01(0) 0.39(1)
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illustrate the impact of these gauge boson production
datasets, by comparing a series of LO fits, in which LHC
run-II vector boson production datasets, namely, ID 245,
246, 249, 250, and 253, are treated with different
prescriptions. In CT18 LOpert, the strange PDF vanishes
in the range 2 × 10−4 < x < 0.02 at Q0 ¼ 1.3 GeV under
the influence of these datasets. When evolved to 100 GeV,
the strange distribution is still quite small in this range of
x. We note that PDFs at the initial scale Q0 in CT analyses
are parametrized to be non-negative, so that in CT18
LOpert sð2 × 10−4 < x < 0.02; Q0Þ ¼ 0. This is to ensure
that the predicted LO cross sections are always positive.
Such a strong suppression of the strange PDF is resolved
in CT18 LOpert-lw0.01, where these Drell-Yan datasets
are weighted lightly (by a factor of 0.01, instead of the
nominal value of 1), and in CT18 LO by applying the
Drell-Yan K factor, Eq. (1), to those Drell-Yan datasets.
As an example, in Fig. 4, we compare CT18 LO, CT18
LOpert, and CT18 NLO predictions to experimental data
for ID 245 LHCb W and Z boson production at 7 TeV
[22]. The theory predictions are calculated by using the
APPLgird package [52]. Without applying the K factor,
Eq. (1), CT18 LOpert cannot provide enough cross

sections for either W or Z production. In CT18 LO, the
prediction of overall magnitude of this process is
improved by the Drell-Yan K factor and is consistent
with predictions by CT18 NLO. Consequently, the
s-quark PDF is not as suppressed as in CT18 LOpert.
But improving the shape of rapidity distribution still
requires NLO QCD corrections.

C. αs dependence of CT18 LO

The strong coupling constant is one of key elements in
computing theory predictions, and hence, fed as an input
into a PDFs global fit. In the PDF fits beyond LO, it is
widely accepted [11–15,17,53] that the value of the strong
coupling at Z-boson mass scale is fixed at its PDG value
αsðmZÞ ¼ 0.118 [54]. Due to the missing important quan-
tum corrections and to generate more sea quarks via parton
evolution, the value of αsðmZÞ in LO fits is often fixed at a
higher value than αsðmZÞ ¼ 0.118. A number of LO PDFs
[12,17,53] take αsðmZÞ to be at 0.130. For NNPDF4.0 [13],
NNPDF3.1 [53], and CT14 [17], LO PDFs with αsðmZÞ ¼
0.118 are also provided. In MSTW08 LO [14] and
MMHT14 LO [15], αsðmZÞ is fixed at 0.140 and 0.135,
respectively.
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FIG. 1. A comparison of uðxÞ, dðxÞ, sðxÞ, and gðxÞ PDFs at 2.0 GeV for CT18 LO, MSHT20 LO [12], and NNPDF4.0 LO [13].
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FIG. 2. The comparison of uðxÞ, dðxÞ, sðxÞ, and gðxÞ PDF ratios to CT18 LO at 100 GeV for CT18 LO, MSHT20 LO [12], and
NNPDF4.0 LO [13].
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FIG. 3. A comparison of sðxÞ atQ0 ¼ 1.3 GeV and 100 GeVamong CT18 LO, CT18 LOpert, CT18 LOpert-lw0.01, and CT18 NLO.
In CT18 LOpert-lw0.01, ID 245, 246, 249, 250, 253 datasets are assigned a weight of 0.01. In CT18 LOpert, i.e., for the brown curves in
both panels, these datasets have a unit weight, as in CT18 LO and CT18 NLO.
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The input value of αsðmZÞ of CT18 LO PDFs is set to be
equal to its value providing the optimal description of the
data.We scan over various values of αsðmZÞ by performing a
series of fits with all the other theoretical and experimental
setups identical to those of CT18 LO. Figure 5 shows the
value of χ2=Npt of global fits while varying the value of
αsðmZÞ. As shown in the figure, the best-fit value of αsðmZÞ
is found to be around 0.135. Compared to the usual choice
αsðmZÞ ¼ 0.130 for most of the LO PDFs, a CT18 LO PDFs
fit, in which αsðmZÞ ¼ 0.135, could reduce the χ2=Npt by
0.024, equivalent to about 84 units for total χ2. A larger value
of αsðmZÞ than 0.135 does not improve the fit to the datasets.

IV. PHENOMENOLOGY

In this section, we examine implications of the CT18 LO
PDFs for some LHC predictions. In these computations, the
input physical parameters are set as follows:

(a) W + production (b) W − production

(c) Z production

FIG. 4. Predictions for the rapidity distribution of W� and Z production at LHCb 7 TeV, ID 245, by CT18 LO, CT18 LOpert, and
CT18 NLO. Theory predictions are also compared to the unshifted experimental values.

FIG. 5. The χ2=Npt scan over various values of αsðmZÞ for
CT18 LO.
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mW ¼ 80.385 GeV; GF ¼ 1.16639 × 10−5 GeV−2;

ΓW ¼ 2.06 GeV: ð3Þ

A. Charge asymmetry Ach in W boson production

The charge asymmetry in W boson production pro-
vides important constraint on the valence and sea quark
distribution functions. Figure 6 compares experimen-
tal data points and predictions for ID 249 CMS muon
charge asymmetry Ach at 8 TeV [24], as a function of the
pseudorapidity of muon from W boson decay. The pp →
W� þ X → μ�νþ X differential cross sections rapidity
distributions were calculated with APPLgrid [52].
As shown in the panel (a) of Fig. 6, predictions by CT18

LO exhibit a different shape compared to the experimental
data. In the lower rapidity region, the CT18 LO predictions
are about ∼5% higher than the measurements. For larger
rapidity, the CT18 LO predictions for Ach tend to be more
consistent with measurements. On the other hand, the CT18
LO predictions for muon charge asymmetry generally lie

within the CT18 NLO uncertainty band over whole rapidity
range. CT18 LOpert prediction for Ach, particularly for
η < 1.0, is inconsistent with both the CMS measurement
andCT18NLOprediction. In the bottompanels of Fig. 6, the
ðd=uÞðxÞ and ðd̄=ūÞðxÞ PDF ratios at 100 GeVare compared
among CT18 LO, CT18 LOpert, and CT18 NLO, to which
the charge asymmetry Ach is sensitive. The CT18 LO PDF
ratios are mostly consistent with CT18 NLO PDF ratios,
except for the ðd̄=ūÞðxÞ in range 0.01 < x < 0.03. The
ðd̄=ūÞðxÞ ratio of CT18 LOpert is consistent with that of
CT18 NLO, while the ðd=uÞðxÞ PDF ratio for CT18 LOpert
is close to the upper bound of CT18 NLO uncertainty.

B. Single-top production

The total cross section for t-channel inclusive single-top
production is a representative observable to study the
implication of CT18 LO PDFs. It has been measured at
the LHC [55–63] at various center-of-mass energies. The
theoretical calculation of this process could serve as a test
of the consistency in PDFs at different perturbation orders
[64,65], since the total inclusive cross sections at different
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FIG. 6. Panel (a): similar to Fig. 4, but for CMS W-boson charge asymmetry Ach, ID 249. The PDF uncertainty in predictions
corresponds to 68% confidence level. Panel(b): a comparison of the ratio ðd=uÞðxÞ in between CT18 LO and CT18 NLO at 100 GeV.
Panel(c): similar to panel (c) but for ðd̄=ūÞðxÞ.
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orders are all expected to reproduce the data that is used in
PDF fits. We make use of this property to illustrate the
consistency of CT18 LO with CT18 NLO. In our calcu-
lation, the t-channel inclusive single-top production cross
section is computed by MCFM [66–68]. For this calcu-
lation, the input parameters take the values shown in
Eq. (3), along with the renormalization and factorization
scales chosen as μR ¼ μF ¼ mt.
Table IV presents predictions for the t-channel inclusive

single-top production with a variety of PDFs. In general,
due to the lack of higher-order corrections, the LO
predictions for this process tend to be smaller than the
corresponding NLO ones. The CT18 LO prediction of
single top quark production is slightly outside of the CT18
NLO uncertainty band, while they give consistent predic-
tions for single top antiquark production. Comparing to
CT14 LO predictions, the CT18 LO ones have increased
substantially and better agree with the NLO.

V. CONCLUSION

In this paper, we presented CT18 LO PDFs, which were
obtained within the general framework of CT18 global
analysis with two modifications described in Sec. II B.
One is to discard some datasets, that cannot be properly
described at LO (such as Drell-Yan data with different
cuts on the transverse momemta of the two final-state
leptons). The other is to apply a K factor to predictions for
Drell-Yan processes to make up for the insufficiency of LO
predictions. As a result, the quality of the LO fit with these
two choices, called CT18 LO, is substantially improved
compared to a naive LO fit, called CT18 LOpert. In CT18
LOpert, the strange quark distribution behave unphysicallyas

shown in Fig. 3. This is because the LOWilson coefficients
cannot provide enough normalization to describe the high-
precision W and Z production data from LHC run-2, as the
NLO K factors being typically positive. When fitting the
vector boson production, the up and down sea quark
distributions is driven by data to increase their magnitudes
to compensate for the deficiency in the LO Wilson coef-
ficients. Since all flavors are correlated under the total
momentum sum rule, the magnitude of the strange PDF
has to be reduced when that of the others is increased. The
strong suppression of sðxÞ at small x is relieved in CT18 LO
via the implementation of the Drell-Yan K factor. We have
checked that the CT18 LO predictions are close to the CT18
NLO ones for the rapidity distribution of charge asymmetry
in W-boson production and the total cross section of
t-channel inclusive single-top production. Still, we stress
that the CT18 LO PDFs are inferior to CT18 (N)NLO PDFs
in many aspects and should not be used except for order-of-
magnitude estimation.We do not provide error sets for CT18
LObecause of its very large theoretical uncertainties. In cases
when a leading-order uncertainty estimation for a given
experimental observable is needed, we recommend to quote
the uncertainty predicted by the CT18 NLO PDF error sets.
Variations in QCD scales and αs value contribute as addi-
tional sources of uncertainties.
We will make available the central CT18 LO PDFs

described above as a part of the LHAPDF library [70,71]
and at the CTEQ-TEA website [51,72].
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