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Abstract The MEG II experiment, located at the Paul
Scherrer Institut (PSI) in Switzerland, is the successor to
the MEG experiment, which completed data taking in 2013.
MEG II started fully operational data taking in 2021, with the
goal of improving the sensitivity of the μ+ → e+γ decay
down to ∼ 6 × 10−14 almost an order of magnitude better
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than the current limit. In this paper, we describe the operation
and performance of the experiment and give a new estimate
of its sensitivity versus data acquisition time.
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1 Introduction

The MEG II detector is the upgrade, with significant improve-
ments and additions, to the MEG detector [1], which by 2013
had recorded data establishing the best limit to date for the
SM violating decay μ+ → e+γ [2]. The goal of the upgraded
experiment is to improve the sensitivity of this decay by
about one order of magnitude. The physical rationale for this
upgrade and the design criteria for the MEG II subdetectors
are outlined in [3].

The signal is a γ-ray and a positron back-to-back with
energy Eγ ∼ Ee+ ∼ mμc2/2 = 52.83 MeV emanat-
ing at the same time from a common vertex. The main
background results from the accidental time coincidence of
high-momentum positrons from Michel decay μ+ → e+νν̄

and high-energy γ-rays from radiative muon decay (RMD)
μ+ → e+νν̄γ, positron Bremsstrahlung and positron anni-
hilation in flight e+e− → γγ. An additional smaller back-
ground is RMDs with high-momentum positrons and high-
energy γ-rays.

A schematic view of the detector highlighting the main
components can be found in Fig. 1. The detector is located
at the πE5 beamline in the high-intensity proton acceler-
ator facility at the Paul Scherrer Institut (PSI) in Switzer-
land, allowing the world’s most intense continuous positive
muon beam to be stopped in a thin target and to measure
the decay products. The positron spectrometer relies on the
COnstant Bending RAdius (COBRA) superconducting mag-
net generating a gradient magnetic field ranging from 1.27 T
in the centre to 0.50 T at either end of the magnet cryostat to
measure positron momenta by the Cylindrical Drift CHam-
ber (CDCH). Positron time is measured by the pixelated
Timing Counter (pTC), and the Radiative Decay Counter
(RDC) helps reject background. Finally, the Liquid Xenon
(LXe) detector uses on the scintillation process to measure
the energy, position and timing of the incident γ-ray.

We use a cylindrical coordinate system (r, φ, z) with the
origin at the centre of COBRA. The z-axis is aligned along
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Fig. 1 A sketch of the MEG II detector with a simulated μ+ → e+γ event

the COBRA axis in the direction of the incident muon beam.
The azimuthal angle φ = 0 is opposite the centre of the
LXe detector, and corresponds to the x-axis of the associated
Cartesian coordinate system, while the y-axis points upward.
Positrons follow trajectories with decreasing φ coordinate.
The polar angle θ with respect to the z-axis is also used. The
region with z < 0 is called upstream, while the region with
z > 0 is called downstream.

The geometrical acceptance of the experiment is defined
by the size of the LXe fiducial volume, which is approxi-
mately equal to φγ ∈ ( 2

3π, 4
3π

)
and | cos θγ| < 0.35, giving

an overall acceptance of ∼ 11%. The efficiencies given below
refer to this geometrical acceptance.

After the years 2017 to 2020 during which the engineering
runs required to commission the detector component were
performed, data acquisition with the detector fully opera-
tional began in 2021 with the μ+ → e+γ trigger activated.

In this paper, we give only a brief summary of the designs
of the subdetectors, describing only the differences between
the design and the actual realisation, and we describe the
operation and performance of the detector and compare
the measured resolutions with the design [3]. Finally, the
expected sensitivity for the coming years is presented.

2 Beam

Pions and muons are produced by impinging protons, accel-
erated up to 590 MeV by the PSI ring cyclotron, onto the
production target TgE at an angle of 8◦ with respect to the
beam direction. This configuration, in operation since the

second half of 2020, has proved to be less sensitive to vari-
ation of the secondary beam intensities as a function of the
proton beam position. For a comprehensive and historical
description of the PSI facility, see [4,5].

The πE5 area is served by a low-energy secondary
beamline capable of delivering pions and muons in the
10 to 120 MeV/c momentum range. It has a 165◦ angle of
view with respect to the proton beam on TgE. Figure 2
shows the beamline layout from TgE up the MEG II detec-
tor. The AHSW41 dipole, which is part of the proton beam-
line, captures the pions and muons in the backward direc-
tion and defines the momentum accepted by the πE5 beam-
line. The collected charged particles are deflected by 47.5◦
and coupled into a straight section consisting of quadrupoles
(QSF4*) and sextupoles (HSC4*). Along this section three
slit systems (FS41–42–43) are used to reduce the beam inten-
sity delivered to the experimental area and (FS41–43) to
cut the momentum distribution. This is possible because
the dipoles introduce dispersion into the lattice and because
the beams are not monochromatic and there is a correlation
between the horizontal transverse coordinate of the beam and
the momentum distribution.

In the MEG II experiment, where surface μ+ (28 MeV/c)
are selected and stopped in the muon stopping target (see
Sect. 3), FS41 is used to reduce the beam intensity which
also reduces the width of the momentum distribution and
results in less straggling at the target and a higher stopping
efficiency.

After QSF48, the dipole magnet AST41 produces a sym-
metric deflection of the beam, again at 47.5◦, to either the
Z-channel or the U-channel. When the Z-channel mode is
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Fig. 2 πE5 beamline section connected to Z-channel. The elements up to Triplet II are shared between the MEG II and the Mu3e [6] experiments

selected, the beam is transmitted through a second dipole
ASC41, which generates a 75◦ deflection and then delivers
the beam into the experimental area.

The beam is coupled into a Wien filter via Triplet I,
a quadrupole triplet, to separate the muon beam from the
main contaminants: pions and positrons. The separation is
achieved vertically at the downstream collimator system. The
task of Triplet I is to shape the beam so that it has a horizontal
waist, while being vertically parallel to enhance the separa-
tion.

The beam is then focused by Triplet II at a collimator,
dumping the contaminating beams. For beam tuning cam-
paigns in πE5, the first measurement point is immediately
downstream of the collimator.

Triplet II couples the beam into the Beam Transport
Solenoid (BTS). There, a 300µm thick Mylar� moderator
is positioned at the focus to minimise the effects of multi-
ple scattering. A 190µm thick Mylar window separates the
vacuum in the beamline from the helium atmospheric vol-
ume containing the muon-stopping target at the centre of the
COBRA magnet.

The field shape of the COBRA magnet was optimised to
reduce the dependence of the bending radius on the emis-
sion angle of charged particles coming from the centre of the
experiment and to avoid multiple turn trajectories through the
tracking system, which severely affected the MEGA experi-
ment [7]. A detailed description of the final part of the beam-
line, the BTS, COBRA and the magnetic field map, its cal-
culation and measurement, can be found in [1].

Beam tuning at different intensities was performed to
meet different requirements, including specific calibration
data sets at low beam intensity (down to 106 particles/s).
Figure 3 shows a typical beam profile measured at the cen-
tre of the COBRA magnet, where the stopping target is

Fig. 3 Beam profile at COBRA centre for a stopped muon rate Rμ =
5.3 × 107 s−1 at Ip = 2.2 mA

located. The beam is centred at xb = (0.0 ± 0.5) mm,
yb = (−0.8 ± 0.5) mm with a standard deviation of the
two coordinates equal to σx = (11.35 ± 0.50) mm and
σy = (11.36 ± 0.50) mm. In this figure, the slits were tuned
to obtain a stopped muon rate Rμ = 5.3 × 107 s−1 at the
primary proton beam current Ip = 2.2 mA.1 Beam settings
with similar profiles were achieved in the range of stopped
muon rates Rμ = (2 − 5) × 107 s−1.

During the 2021–2022 physics runs, different Rμ were
used, starting with a lower value, to study the detector stabil-
ity and rate capability, to tune the data acquisition and trigger
systems, and to optimise the reconstruction algorithms, as
explained in the next sections. Table 1 summarises the used
Rμ, normalised to the typical Ip for each year. The listed
numbers include the MEG II target-stopping efficiency esti-
mated by simulation to be 89%. A 5% systematic uncertainty
is attached to each measurement of Rμ, due to uncertainties

1 This is the nominal value of the facility. In 2021–2022, the actual
current was lower; see Table 1.
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on the beam measurement setup and variations of the proton
beam position on TgE.

The measurement reported here has been performed using
an avalanche photodiode detector (SPL4419 Hamamatsu). It
has a 1.5 mm active area radius, with 130µm depletion layer.
The depletion layer is the sensitive part of the detector, allow-
ing for a clear separation between the energy deposit by the
muons (stopping particles) and positrons (minimum ionis-
ing particles) mainly from stopped muon decay. A scan on
the plane perpendicular to the incident beam direction is per-
formed in steps of 2 mm. Details about the beam monitoring
detectors used and developed for the MEG II experiment can
be found in [3].

3 Target

The role of the target is to stop the μ+ beam over a limited
axial region at the centre of the COBRA magnet satisfy-
ing a number of contradictory requirements. The target must
intercept the largest possible fraction of the beam, yet with a
minimal amount of material to reduce the interaction of par-
ticles from muon decay. The target parameters are the results
of extensive calculations and simulations as well as of the
experience gained in MEG. Most relevant, the position and
planarity of the target must be precisely known to limit the
systematic errors in μ+ decay vertex position.

3.1 Concept and design

The design of the MEG II target has been optimised, on
the basis of measurements and simulations. Different combi-
nations of material/target thickness/degrader thickness have
been considered [8]. A scintillator material (BC400) was
selected for the target, which has the advantage, over non-
scintillating materials, to allow non-destructive beam inten-
sity and profile measurements with dedicated equipment.
After some experimental investigation, the current effort is
to exploit the feasibility of this technique within the strict
constraints dictated by the MEG II experiment.

In order to identify a μ+ → e+γ event, it is necessary
to measure the angles of the e+ trajectory (φe+ , θe+) at the
point where theμ+ decays by back-propagating the trajectory
measured by the spectrometer up to the target surface. The
MEG II spectrometer provides a precision of ∼ 7 mrad. A
precise knowledge of the target position is then required:
with a radius of curvature ∼ 13 cm for the e+ trajectory in
μ+ → e+γ events, a displacement of the target by 500µm
along its normal direction implies a systematic deviation of
∼ 4 mrad in φe+ for φe+ = 0, and a larger effect for non-zero
φe+ .

Moreover, deformations of the target planarity, which
were observed during the MEG data taking, produce a similar

Fig. 4 The MEG II target with the dot pattern on the foil and on the
frame. The six holes are located along the ellipse axes

effect. The uncertainty on the target position and deforma-
tion was the dominant systematic error in the MEG result [2],
causing a 5% variation of the upper limit on the branching
ratio while other contributions were below 1%.

3.2 The target mechanics

The MEG II target is an elliptical foil (length of 270 mm and
height of 66 mm) with (174±20)µm average thickness (the
error is the maximum deviation not the Gaussian σ). The
direction normal to the target foil lies on the horizontal plane
(x, z) and forms an angle of (75.0±0.1)◦ with respect to the
beam axis (z-axis). The nominal position and the error (max-
imum not Gaussian) are evaluated on the basis of the mount-
ing procedure and fixation to the adaptation mechanism, but
are not used in the analysis. The target inclination as well as
its position are estimated with the methods described in the
following.

The target foil is supported by two hollow carbon fibre
frames. A pattern of white dots, superimposed on a black
background, is printed on both the frame and the foil. The
dots are elliptical with a height and a width of 0.51 mm and
1.52 mm on the target and 0.42 mm and 1.27 mm on the frame
such that the dots appear circular when imaged at an oblique
angle with respect to the target’s surface. Six holes are bored
into the target, that are (barely) visible along the ellipse axis
on Fig. 4: four along the major axis, two along the minor one
located symmetrically with respect to the centre. Starting
from the dot at the center, they are located at the place of
the (missing) third dots along the short axis, at the place of
the (missing) seventh points and between the fourth and fifth
dots along the long axis.

The holes and the dots are instrumental in measuring the
relative alignment between the target and the tracking detec-
tors as discussed in Sect. 4.5.2.
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Table 1 Stopped muon rates
Rμ for the runs 2021–2022
normalised to the typical Ip for
each year

Year Typical Ip (mA) Rμ (107 s−1)

2021 1.965 3.12 4.01 5.21

2022 1.765 2.80 4.07 5.02

3.3 The photo camera system for position measurement

The target position at the beginning of a MEG II data-taking
run is precisely determined, with improved accuracy with
respect to MEG, thanks to reflectors installed on the target
frame for a optical survey using a laser.

Target position monitoring over long data taking periods
was also possible by reconstructing the position of several
fiducial holes made in the target itself. A map of the recon-
structed muon decay vertices on the target clearly showed
the position of such holes. If the target position assumed
in the trajectory reconstruction procedure is not exact, the
holes artificially appear at different positions for different e+
angles. This method allowed one to reconstruct deviations of
the target position from the nominal one. It was also effective
to identify and correct the deformation of the target planarity.
On the other hand, it required a large amount of data, so that it
could only be used to monitor the average target position over
a few months of data taking, while the target was frequently
moved far from its working position (at least every week) to
perform the calibration of the LXe detector through a pneu-
matic system, which did not ensure micrometric repeatability
or reproducibility of the target positioning.

The improved resolutions of the MEG II positron spec-
trometer imposed the development of an additional method
for more frequent monitoring of the target relative position
over the data taking period to ensure that the systematic errors
due to target position and deformation remain limited. The
method is based on a photogrammetric survey of a pattern of
dots printed on the target itself.

The dots are imaged with two digital CMOS photo cam-
eras placed outside the beam halo, hosted in two independent
supports. Two LEDs are placed on one of these support to pro-
vide illumination during the acquisition of the target pictures.
The supports are fixed to the target insertion system at a dis-
tance of ∼ 1000 mm from the centre of the MEG II reference
system, in correspondence to the CDCH (see Sect. 4) end-
plate. The transverse distance from the z-axis is ∼ 120 mm,
at θ = 6.3◦.

One camera (IDS, mod. UI-3282SE)2 has a Sony IMX264
sensor having 2456 × 2054 pixels each of 3.5µm size, for a
total sensor size of (8.473×7.086) mm2 and a TUSS optical
system, mod. LVK7518, with a focal length of 75 mm and a
maximum aperture of f/1.8. The USB3 protocol is used for

2 http://www.1stvision.com/cameras/models/IDS-Imaging/
UI-3282SE-M/C.

communications with front-end computers, since it has been
proven to be immune to the magnetic field [9].

The second camera (RVT-1001700S)3 is a radiation toler-
ant camera from Spectral Instruments equipped with 4×106

pixels each of 5.5µm size, and a 50 mm lens. This camera
connects directly to a server communicating via fibre optic
[10].

3.4 The photogrammetric method

The photogrammetric method is based on frequent and regu-
lar measurements (pictures) taken during the run. The photo
cameras image the pattern of dots, and the position of dots on
the picture can be determined with standard image process-
ing algorithms. If the target moves between two successive
camera shoots, or if it deforms over time, the position of these
patterns in the pictures will change. The displacement of the
target can be then determined with respect to a reference
position, measured at the time of the optical survey.

Two approaches are used to determine the target position,
orientation and deformation, starting from the different sets
of pictures taken from the two photo cameras. The target posi-
tion and orientation are described by the coordinates of the
target centre in the MEG II reference system and by the Euler
angles, respectively. The deformation is taken into account
differently by the two approaches.

In the first approach, a χ2 goodness of fit is performed,
in which the χ2 is computed from the measured and the
expected dot positions, where the latter depend on the target
position and deformation and on the parameters of the optical
system. The deformation is parameterised with Zernike poly-
nomials; target position and deformation are floating param-
eters in the fit, while the parameters of the optical system
are measured from pictures taken just after the optical sur-
vey, when the target parameters are known. There are seven
optical parameters: the position of the optical centre (three
parameters), the independent components of the unit vector
of the optical axis (two parameters), the orientation of the
sensor around the optical axis (one parameter), and the dis-
tance of the sensor from the centre of the optical system (one
parameter).

The method has been validated on a bench-top test, by
installing the photo camera, a LED, and a target mock-up on
an optical table in a configuration similar to that in the exper-

3 http://specinstcameras.com/wp-content/uploads/2021/07/
RVT100-Brochure.pdf.
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Fig. 5 Difference between the measured shift of the x-coordinate of the
target centre obtained with the photogrammetric method as a function
of the true shift, for a position scan in the x-direction

iment. The target was mounted on a linear stage with 2.5µm
position accuracy. Figure 5 shows the difference between
the measured shift in the x-coordinate of the target centre,
obtained with the photogrammetric method, as a function
of the true shift, for a position scan performed along the x-
direction (normal to the target plane). A linear fit has been
performed to the distribution. The resulting uncertainty in the
x-coordinate of the target centre Tx is σTx = 12µm. Given
that the direction transverse to the target plane in the experi-
ment is almost coincident with the x-axis, we can conclude
that we fully satisfy the precision requirements < 500µm.
The angular coefficient p1 is consistent with 1 and the differ-
ence of the intercept p0 with 0 is negligible compared with
the required precision.

The second approach minimises a χ2 at the camera’s
image plane between the measured, imaged dot coordi-
nates

(
X ′

CCD,Y ′
CCD

)
and estimated 3D dot coordinates in the

camera coordinate system
( �XCAM

)
for each image. Here,

XCAM,YCAM are parallel with the camera’s CCD and ZCAM

is parallel with the camera’s optical axis. Images are taken
every ∼ 10 min to track the position, orientation, and shape
of the target in the camera coordinate system. The analysis
relies on a single position and orientation of the target with
respect to the CDCH to map the coordinates in the camera
coordinate system to the standard MEG II coordinate system.
This is taken either from an optical survey or the hole anal-
ysis. Here, the relative 3D dot coordinates in a local target
coordinate system were taken from a CT-scan of the target.
This CT-scan contains O(10 M) data points including the 3D
target deformation (< 1 mm). Given the measured distances
between the dots on the foil and the camera’s optical focal
length, the technique is self-calibrating.

We rely on the following optical equations to project the
3D coordinates in the camera coordinate system onto the

Fig. 6 2D residuals at the camera image plane scaled to the object
plane assuming the 3D CT-scan shape. The axes are the dot indices

image plane where f is the camera’s focal length :

XCCD = XCAM · f

ZCAM − f
, YCCD = YCAM · f

ZCAM − f
. (1)

Theχ2 contains a rigid body transformation R
( �XT, �θT

)
with

a translation and three Euler angles:

χ2 =
N∑

i

[
R

( �XT, �θT

)
· Xi,CCD − X ′

i,CCD

]2

+
[
R

( �XT, �θT

)
· Yi,CCD − Y ′

i,CCD

]2
. (2)

The residuals dot-by-dot at the image plane scaled to the
object are shown in Fig. 6. Without any additional shape
parameters, the fit results in residuals < 50µm at the object.
These are due to additional deformations between the time
of the CT-scan and that of the image, errors in the measured
dot coordinates on the image plane, and errors in the projec-
tion equations. The residuals can be further suppressed by
including elliptical Bessel function parameters (i.e. “drum-
head modes”) into the fit, but the rigid body transformation
was sufficient for the full 2021 data set given the 3D CT-scan.

The two methods have been compared on pictures taken
during the 2021 run, and found to yield consistent results
within 100µm in the direction normal to the target plane,
which is the most sensitive to the angular resolutions.

3.5 The target hole method

The hole analysis is performed after correcting the temporal
variation of the target position traced by the photogrammetric
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method to determine the target position relative to the CDCH.
The method and the results are described in Sect. 4.5.3.

4 Cylindrical drift chamber

The positron momentum and position vectors are measured
with CDCH. In this section we review the main advantages of
CDCH over the MEG drift chamber system, its construction,
commissioning, reconstruction, alignment and performance.

4.1 Concept and design

The MEG drift chamber system consisted of sixteen indi-
vidual radially aligned chambers. With this detector config-
uration, relevant efficiency loss and resolution degradation
were caused by the material of the chamber’s mechanical
support, electronic cards and cables, which were frequently
crossed by the positron trajectories. The CDCH, extensively
discussed in [3,11], overcomes these limitations by replacing
the segmented structure of the MEG chambers with a single
volume one.

The CDCH, shown in Fig. 7, is a 1.93 m long low-mass
cylindrical volume, filled with a helium–isobutane gas mix-
ture (the exact composition is specified in Sect. 4.3) and
equipped with nine concentric layers of 192 gold-plated tung-
sten sense wires each, 1728 in total, arranged in a stereo con-
figuration with two views and ∼ 10 000 silver-plated alu-
minium cathode and guard wires. The sense wires collect the
signals from the drift electrons, while the cathode and guard
wires form nearly square drift cells and define the electric
field within and at the boundaries of the sensitive volume;
the cell dimensions range from 5.8 mm to 7.5 mm at cen-
ter and from 6.7 mm to 8.7 mm at the end-plates. The sense
wires within the experimental acceptance, about 1200, are
read out by the data acquisition system.

A zoom on the endplate region to magnify the wire stereo
geometry is shown in Fig. 8.

Fig. 8 Zoom on the stereo wire geometry, radial perspective

4.2 Construction

Construction of the CDCH, which began in late 2016 and was
completed in spring 2018, was performed modularly by sol-
dering wires in groups of sixteen onto printed circuit boards
(PCBs), which were then mounted between radial spokes at
the ends of the chamber. The mechanical structure of the
detector achieves its final form by integrating a carbon fibre
component securely fastened to both end-plates, effectively
enclosing the sensitive volume.

The chamber was delivered to PSI for the commission-
ing phase in summer 2018 and integrated into the MEG II
detector in winter 2018. After installation, the CDCH was
operated at PSI with engineering runs in 2019 and 2020 and
with physics data taking runs in 2021 and 2022.

4.2.1 DAQ and services

High voltage (HV) is supplied with a commercial system by
ISEG Spezialelektronik GmbH, made of mod. EHS F230 and
EHS F430 boards in a WIENER crate with MPOD controller,
for a total of 144 channels. HV channels are split between two
cables by custom-built distribution boards, and eight wires
are powered through each cable.

Ionisation signals are read at both ends of the chamber
wires by 216 front-end (FE) boards with a bandwidth of
∼ 400 MHz, which are connected to the wire PCBs. The sig-
nals are digitised at 1.2 GSPS by the WaveDREAM boards of
the integrated trigger and DAQ system WaveDAQ, described
in Sect. 8. The low voltage (LV, 5 V) is supplied to the FE

Fig. 7 Picture of the open
CDCH equipped with all the
wires
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boards via a dedicated distribution system through the Wave-
DREAM boards. As the FE boards have a total power con-
sumption of ≈ 350 W, they have to be cooled with water and
glycol by a cooling system built into the board holders and
purged with dry air to avoid condensation of water vapour.

The gas is supplied by a dedicated gas system [12] that
mixes helium with isobutane and oxygen in the required pro-
portions. Isopropyl alcohol is added by passing a fraction of
the helium flow through a thermostated, alcohol-filled bub-
bler.

4.3 Final geometry and operation

The final geometry of the CDCH differs in some details from
the original design. The chamber was designed to have ten
layers of sense wires, but during the wiring phase there were
delays in establishing the environmental conditions and pro-
cedures needed to eliminate the risk of wire breakage. Then,
the outermost layer was not installed to fit into the schedule
of the CDCH operation. We used Monte Carlo (MC) simula-
tions to verify that the degradation of tracking efficiency and
performance due to the missing layer is < 1%.

First, using Garfield++ simulations [13], the HV operating
point was set in the range 1400 to 1480 V, with the innermost
layer at the highest voltage, to achieve a gas gain of ∼ 5×105.
This configuration gives a reasonable sensitivity to individ-
ual ionisation clusters, as confirmed by the distance of closest
approach (DOCA) measurements presented in Sect. 4.4. The
HV can be set individually for each cell at 10 V steps to
account for difference in size of cell due to their radial posi-
tion within the chamber. The mechanical tension of the wires,
which is required to ensure electrostatic stability and to avoid
short circuits between the anode and cathode wires, was also
calculated using Garfield++ simulations. Several tests were
carried out, both on a full-size prototype and on the CDCH
itself. The required tension value was determined by stretch-
ing the wires by +5.2 mm with respect to the nominal length
(65% of the elastic limit), based on calculations.

The gas mixture was also optimised in 2019 and 2020
to avoid corona discharges and current spikes and to restore
normal operation after a sustained short circuit between an
anode and a cathode wire. The original He–isobutane gas
mixture (90 : 10) was modified by the addition of oxygen
and isopropyl alcohol (1.5%). The addition of oxygen is a
particularly delicate operation due to its electronegativity, as
it can capture drift electrons. The oxygen level was initially
set to 2% to dampen anomalous currents of ∼ 400µA and
then gradually reduced to a stable value of 0.5% after normal
current levels were restored.

In Fig. 9 we show typical currents on six HV channels
during normal MEG II beam operation; each HV channel
powers 16 sense wires.

Fig. 9 Typical currents drawn by six CDCH HV channels when the
μ+ beam is on. Currents fall abruptly to zero when the beam goes off

4.3.1 Issues and problems

The main problem encountered during the construction and
commissioning of CDCH was the breakage of 107 cath-
ode wires. The wire breaks were investigated in detail by
microscopic inspections, chromatography, SEM/EDX anal-
yses and immersion tests in water, and were proved to be
due to galvanic corrosion of the aluminium core, caused by
air humidity penetrating through small cracks in the silver
coating. A phenomenological model [14] was developed to
predict the number of breaks as a function of the time the
wire is exposed to the ambient moisture and the elongation
of the wire. The problem was solved by keeping the CDCH
in a controlled dry atmosphere during maintenance and oper-
ation. When these precautions were taken, the rate of wire
breakage dropped to 0 so far.

The impact of ∼ 100 missing cathodes (< 1% of the total)
was assessed by using MC simulations and found to be neg-
ligible. Nevertheless, the presence of broken wire fragments
within the CDCH is dangerous as they can cause short cir-
cuits affecting several sectors of the chamber. All fragments
were carefully removed with a dedicated tool, but one of
them caused the strong short circuit cited in Sect. 4.3, which
increased the chamber current up to ∼ 400µA. A dedicated
optimisation procedure for the gas mixture was necessary to
restore normal current values.

During the standard data taking it is very important to keep
the isopropyl alcohol level stable, to avoid current spikes,
by continuously bubbling it within the chamber; an exam-
ple of the current spikes occurring in case of a shortage of
isopropyl alcohol is shown in Fig. 10. An additional prob-
lem is the noise caused by occasional short circuits on FE
boards. Because the FE boards are densely mounted on the
back of the chamber end plates, small movements of a board
can cause short circuits between the capacitors on the board
and the aluminium support structure of the board itself; such
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Fig. 10 Currents in four sectors of layer 1. Spikes are due to shortage
of isopropyl alcohol

short circuits cause oscillations in the amplifier circuits that
can affect the behaviour of large parts of the chamber. These
oscillations can only be stopped by switching off the LV of
the boards, but since the LV is distributed in groups of eight
channels, a single noisy channel will cause eight channels to
fail. This problem was solved by inserting suitable insulat-
ing plastic blocks to ensure the proper separation between the
board elements and the metallic parts of the support structure.

4.4 Reconstruction algorithms

The purpose of the CDCH analysis is to identify and recon-
struct the positron tracks using the information on the sense
wires provided by the ionisation clusters. The CDCH oper-
ates in a high-rate environment; the hit rate per cell can be
> 1 MHz at the innermost wires for Rμ = 5 × 107 s−1, cor-
responding to a cell occupancy of 25% in the time window of
maximum drift time. Moreover, the geometrical characteris-
tics, with only nine layers and small stereo angles, makes the
track finding complicated.

A more detailed description on the reconstruction algo-
rithms is available elsewhere [15].

4.4.1 Waveform processing and hit reconstruction

The first step is to identify the signals induced by drift elec-
trons in the waveforms of the cells traversed by positrons;
such signals are called “hits”. Figure 11 shows typical wave-
forms due to a hit, which consists of several temporally
separated pulses from different ionisation clusters that are
stretched by the slow drift time of the electrons. For good
hit reconstruction efficient signal-to-noise discrimination and
pile-up identification are required. Two waveform processing
algorithms have been developed to detect hits.

A coherent low frequency noise was observed mainly over
adjacent 16 wires. Therefore, the first algorithm starts with

Fig. 11 Example of typical waveforms in a drift cell crossed by a
e+ track after the noise reduction applied. The top plot is read by the
upstream electronics, the bottom by the downstream

coherent noise subtraction using the averaged waveform for
adjacent channels excluding the region with signal pulses.
This reduces the noise level (FWHM) from 23 mV at 13 mV.
Significant incoherent high frequency noise is observed for
> 200 MHz, while the signal power in this frequency range
is negligible. Therefore, we apply high-frequency cut-off at
225 MHz using a discrete Fourier transform technique. These
noise reduction algorithms have been optimised by maximis-
ing the number of hits per track and the tracking efficiency,
and minimising the chi-square of track fitting.

Hit detection is based on a fixed voltage threshold for
two adjacent sampling points and a fixed threshold for the
integration over 20 ns from the two initial points. After the
hit is detected, the thresholds are lowered to look for a low-
amplitude cluster pulse before the detected pulse.

The second method uses a deep-learning algorithm based
on a convolutional neural network (CNN). The network
model accepts waveforms from eight neighbouring cells as
input to learn the pattern of the coherent noise as well as that
of the signal and outputs the probability of the first cluster
arrival time of a hit at each sampling point. It was trained with
samples of simulated waveform data, where hits are added
randomly at the expected rate for Rμ = 3×107 s−1, overlaid
with real noise data taken without beam.
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Combining the results by the two methods results in a
higher hit efficiency but also a higher fake hit rate than the first
method. To make the best use of the results of the two meth-
ods, the following reconstruction is repeated twice, with only
the hits found with the first method and with the hits found
with the two methods after combining them. The results are
combined after the reconstruction is completed. If the recon-
struction is successful with both methods, the higher quality
tracks are selected. This approach improves the final tracking
efficiency (see Sect. 4.6.2), by a factor of 1.26 compared to
applying only the first method, but at the cost of 4 times the
computational time for the track finding process described in
Sect. 4.4.2 due to the higher number of hits.

The difference in the arrival times (α) and the ratio of
the amplitudes (β) between the signals measured on the two
ends of a wire provides information about the z-coordinate of
the hit along the wire. Therefore, once a hit is detected in at
least one of the two waveforms from a wire, these values are
computed by minimising the following chi-square function,

χ2(α, β) =
∑

k

[
vi (tk) − β · v j (tk − α)

]2

σ 2
i + σ 2

j

, (3)

where i and j are indices for the wire ends (0: upstream end,
1: downstream end, and i 	= j), vi (tk) is the waveform volt-
age at the k-th sampling point on the end where the hit is
detected while v j (tk − α) is the voltage at the time (tk − α)

on the other end of the wire,4 and σi( j) is the RMS noise on
the waveform. The index k runs for the points in the range
[−20 ns, 10 ns] around the detected signal timing. The res-
olution of the z-coordinate is several centimetres. Although
this is moderate, it helps to ensure that the track finding pro-
cess is efficient and robust against pile-up. The z-coordinate
resolution is improved by exploiting the stereo configuration
of the wires in the tracking stage.

Another piece of information provided by the digitised
waveforms is the arrival time of the ionisation clusters on the
sense wires. Since multiple clusters are frequently generated
on one waveform, the time of the first cluster must be identi-
fied to correctly reconstruct the drift circle. This is measured
from the summed waveform of the two ends after adjusting
the relative timing of the two. The arrival time of cluster is
the sum of the common track time (T0) and the drift time
of the cluster, where T0 is measured by pTC measurement
(see Sect. 5). The drift time of the first cluster is converted to
the DOCA using the time-distance relationship (TXY tables)
described in Sect. 4.4.2.

4 The voltage between points is calculated with a linear interpolation.

4.4.2 Track finding and fitting

After identification and reconstruction, the hits are fed into
a pattern recognition algorithm (track finder), followed by a
track-fitter algorithm, both based on Kalman filters. The for-
mer combines hits belonging to the same positron track into a
track candidate with a preliminary estimate of the positron’s
kinematics. The latter reconstructs the complete trajectory of
the positron and provides the best estimate of the kinematics
at the target: the positron energy Ee+ , the emission angles
(θe+ , φe+) and the coordinates of the intersection of the track
with the target, (xe+ , ye+ , ze+).

The track-finding algorithm is based on a track following
method that starts from hit pairs in outer layers, where occu-
pancy is lower. All compatible combinations of two pairs
in different layers form a set of track seeds. Each seed is
propagated backward to the adjacent layers, with checking
the consistency between the track and hits and updating the
track parameters using the Kalman filter algorithm, until the
innermost layer, and then propagated forward with attempt-
ing to find additional compatible hits to form full single turn
track candidates. A track candidate is required to have at least
seven hits.

The track fitter uses an extension of the Kalman filter,
namely the deterministic annealing filter (DAF) [16] with
iterative weighting and annealing process, implemented in
the GENFIT package [17,18] with a proper treatment of the
material effect. The left/right ambiguity is also resolved by
DAF. The fitter first fits individual track candidates from the
track finder and then merge the fitted segments to form full
multi-turn tracks inside CDCH. Then, the tracks are propa-
gated forward to the pTC and backward to the target. Once
the track matches a pTC cluster, the track is re-fitted with
updated DOCA using the best estimated T0, with a correc-
tion of the time of flight from each hit to the pTC, and the
best method of DOCA estimation discussed bellow. During
this re-fitting, missing hits that the track finder was unable to
associate to the track are searched for. Frequently, hits in the
final half turn are missed by the track finder but can be added
in this process, resulting in improved momentum resolution.

The deviation of the target from planarity is modelled by
a triangle mesh in the fitter. The track is first propagated to a
virtual plane, a few mm in front of the real target, and then to
the nearest triangle of the mesh, where the positron’s kine-
matics at the emission is reconstructed. The target crossing
point (xe+ , ye+ , ze+) is used as a candidate of muon decay
point to correlate the track direction with the first interaction
point of the γ-ray observed in the LXe detector. The length
of the trajectory from the target to the matched pTC counter
is converted to the time of flight and subtracted from the pTC
hit time to determine the positron emission time at the target
te+ .
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During the tracking process, the DOCA of each hit is itera-
tively refined. The DOCA value is estimated at the beginning
using angle-averaged TXY tables extracted using Garfield++
simulations, which determine the drift velocity and lines tak-
ing into account the electric and magnetic fields, the ionisa-
tion pattern, the diffusion process, etc. The Garfield++ sim-
ulations are performed in two-dimensions in (r, φ) sampling
at slices at fixed z-coordinates for each layer and then are
interpolated to take into account the longitudinal change in
cell size and shape as well as the effect of the magnetic field.
Once the track is reconstructed, the DOCA is recalculated
taking into account the cell crossing angle of the track. This
DOCA estimation is biassed by the low cluster density; the
small number of clusters within the cell overestimates the hit
distance from the wire.

Another DOCA estimate less prone to intrinsic biases is
obtained by neural network approaches [19]. The networks
take as input various hit properties (wire and plane num-
ber, charge, timing, hit coordinates, track angle, T0 etc.) and
waveforms (for the CNN model) and train on the fitted track
DOCA (made using the Garfield++ TXY tables) as an esti-
mator of the true DOCA to create a “data-driven” TXY table.
This TXY optimally accounts for ionisation statistics biases,
removes errors from the simulated TXY, and uses informa-
tion from all ionisation clusters.

The distribution of DOCA residuals for the conventional
and two neural network based approaches, a dense neural
network (DNN) and a CNN, are compared in Fig. 12. The best

Fig. 12 The distribution of the DOCA residuals (hit DOCA − track
DOCA) estimated with the conventional (NML) and the two (DNN and
CNN) neural network based approaches. The curves are fitted double
Gaussian functions with a core sigma of 114µm (119µm) and a tail
sigma of 236µm (259µm) with a core fraction of 0.59 (0.70) for the
neural network (conventional) approaches

result is obtained with the CNN that processes the waveforms
from all ionisation clusters. The main improvement from the
neural network is the suppression of the positive right tail
presumably from the suppression of the ionisation statistics
bias. This improves the positron kinematics by ∼ 10% as
shown in Sect. 4.6.1. Therefore, the DOCA is finally updated
with the CNN method in the re-fit process.

4.5 Alignment

4.5.1 Wire alignment

The global position of CDCH was measured in both 2021
and 2022 with an optical survey. The information on the
relative wire-by-wire alignment was extracted from several
measurements during the construction of the chamber. How-
ever, after the complete reconstruction of the track, the dis-
tributions of the difference between the nominal position of
the wires and the wire position calculated by the tracking
algorithm using the measured DOCA show systematic devi-
ations of the order of ∼ 100µm, which worsen the tracking
resolutions. The deviations were resolved by implementing
a track-based alignment.

Two types of tracks can be used to improve relative align-
ment: Michel positrons and cosmic rays. The former have
the advantage of being collected and reconstructed during
normal data taking, but also the disadvantage of requiring
a more complex reconstruction and being more affected by
possible uncertainties in the knowledge of the magnetic field.
The latter have the advantage of being straight tracks, but the
disadvantage of requiring dedicated data taking periods and
a different coverage of the tracking volume. Currently, align-
ment to cosmic rays is being investigated; in the following
we only present the alignment based on Michel positrons.

The alignment procedure is an iterative adjustment of the
wire coordinates driven by the mean residual. The residual
r is fitted, wire by wire, as a function of the longitudinal
position along the wire (z-coordinate) with a parabolic shape:

r (z) = p0 + p1z + p2

[(
2z

L

)2

− 1

]

. (4)

The parameter p0 corresponds to a global wire displacement,
the linear term results from the inclination of the wire to the
chamber axis and the quadratic term takes into account the
wire sagitta, due to the electrostatic and gravitational forces
acting on the wire. p2 is the (absolute) maximum value of
the sagitta, which can reach ∼ 100µm.

The number of events required for high quality alignment
of a single wire depends strongly on the position of the wire in
the chamber due to the trigger criteria to select μ+ → e+γ

candidate events. Furthermore, the alignment algorithm is
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almost insensitive to alignment errors when the track direc-
tion is parallel to the misalignment vector. This is because
the DOCA estimate does not change when the wire position
is shifted along the track direction. Therefore, chamber sec-
tors crossed by a large variety of angles are aligned more
efficiently than those crossed with a small scatter of angles.

The alignment procedure was based on 17 million hits,
with an average 40 hits per track. We required > 5000
hits for each wire to be aligned; 152 wires were excluded
from this alignment and the survey results are used. They
are at the edges of each layer or with electronic problems.
With larger data statistics, the alignment for the edge region
can be improved. One way to increase the statistics for the
region is to use tracks outside the time window that do not
cross the pTC but cross more frequently the CDCH regions
outside or at the boundaries of the MEG II geometric and
trigger acceptance. These tracks are collected accidentally
when another event that meets the trigger conditions opens
the WaveDREAM time window.

Figure 13 shows the final mean residuals in the x- (top
plot) and y-coordinates (bottom plot) compared to the same
residuals obtained using the survey-based alignment. The
spreads of the Gaussian cores of the two distributions are
σ sur
x = 22µm and σ sur

y = 35µm when the survey-based
alignment is used and decrease to σ trk

x,y < 5µm for both
coordinates after the alignment procedure.

The fit parameters p0 (global displacement) and p2

(sagitta) are strongly correlated, as expected. The remaining
sagitta is σp2 ∼ 13µm and the wires with the largest sagittas
are concentrated in the peripheral chamber sectors, crossed
by fewer tracks than central sectors. The distributions of the
displacements of the wire centres with respect to those in the
survey have σx ∼ 100µm, σy ∼ 80µm and σz ∼ 30µm.
The distributions of the differences of the wire angles Θ

and Φ with respect to the survey have σΘ ∼ 0.1 mrad and
σΦ ∼ 1.1 mrad, respectively. For the Φ angle the mean
value is 1.05 mrad, which means that the alignment requires
a global azimuthal rotation, while the required polar rotation
is minimal, i.e. < 0.1 mrad.

The remaining error in wire-alignment is estimated to be
between 2µm at the centre and 15µm at the end plates.
Some correlations between the wire centre translation or the
wire rotation and the wire number layer-by-layer have been
observed and are currently being investigated.

The effects of the alignment procedure on the resolutions
of the kinematic variables are evaluated using the double-turn
method; see Sect. 4.6.1 for the details. The distributions of
ze+ and φe+ are shown in Fig. 14. The advantage of the align-
ment procedure is highlighted by the strong reduction of the
systematic biases and by the narrowing of the distributions.

Fig. 13 The mean residuals in the x- (top plot) and in the y-coordinates
(bottom plot). The black curves are obtained after 14 alignment itera-
tions, the green curves using the alignment based on the survey. The
curves are the results of Gaussian fits

4.5.2 Relative alignment between magnetic field and
CDCH

Due to the gradient magnetic field, misalignment between
the CDCH and the magnet results in a non-uniformity of
the energy scale with respect to the positron emission angle.
In the track reconstruction, we use a 3D map of the mag-
netic field calculated using a finite element method based
on the measured coil dimensions and taking into account
the thermal shrinkage of the coil. The angular dependence
is minimised by shifting the calculated magnetic field by
(100µm, 700µm, 300µm) from the nominal position, with
an estimated alignment accuracy of 100−200µm. After the
shift, there is no more bias as shown in Fig. 15, and the scat-
ter of the order of ∼ 10 keV is negligible compared to the
energy resolution.

123



190 Page 14 of 44 Eur. Phys. J. C (2024) 84 :190

Fig. 14 The double-turn analysis results for ze+ and φe+ . The blue
curves are obtained using the survey-based alignment, the black and
the red curves using the alignment algorithm results after 5 and 12
steps, respectively

Fig. 15 The angular dependence of the positron energy scale versus
the angular kinematic variables before and after alignment. The offset
on the y-axis is the difference of the measured value with the expected
value of the Michel edge. The three superimposed plots show the effects
of shifting the magnetic field by 1 mm in x , y, and z

The misalignment in the positive x direction results in a
decreasing energy scale versus φe+ and cos θe+ . The mis-
alignment in the positive y direction results also in an

decreasing energy scale versus cos θe+ . The misalignment in
the positive z direction results in an increasing energy scale
versus cos θe+ .

4.5.3 Relative alignment between target and CDCH

The precise alignment of the muon stopping target with
respect to the spectrometer is crucial in determining the
positron emission angle and position as discussed in detail in
Sect. 3. We use the holes on the target to align the target with
respect to the CDCH. The six holes are visible (as shortage
of events) in the reconstructed track distribution in Fig. 16,
from which the y- and z-coordinates of the holes (thus those
of the target) can be easily estimated. With reference to Fig. 4
the hole centres are located approximately at ±1 cm along
the short axis and ±5 cm and ±8.5 cm along the long axis.

The x-alignment exploits the dependence of the estimated
y-position on φe+ , as shown in Fig. 17. Combined with the
photogrammetric method using the photo-camera system,
which corrects for temporal variation in the target positions,
the hole analysis yields the hole-by-hole residual misalign-
ment.

The precision of the hole-by-hole position estimation is
limited both by the statistical uncertainty of the positron
tracks and by the systematic uncertainties of the method. The
statistical uncertainty is 100−200µm in each coordinate. All
the systematic uncertainties originate from the non-uniform
vertex position distribution due to the beam profile, which
biases the (y, z) distribution produced by the holes to be
closer to the beam centre. This effect is corrected in the hole
position estimation, but the uncertainties in the correction
factor dominates the hole-by-hole systematic uncertainties
of (50µm, 100µm, 200µm).

Fig. 16 Distribution of the reconstructed positron origin (ye+ , ze+ ) on
the target
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Fig. 17 Estimated hole y position as a function of φe+ . The slope
parameter in the fit gives the residual x misalignment while the offset
parameter gives the y offset of the target

The global target geometry, both the rotational and trans-
lational parameters, is finally fitted to the residuals of the
holes, yielding a translation of (73µm, 799µm, 437µm)

and a rotation of 10 mrad mainly along the minor axis of
the target from the results of the photogrammetric method.
The accuracy, including systematic uncertainties, is 100µm
for the translation in each axis and 1.4 mrad (6 mrad) for the
rotation along the minor (major) axis.

4.5.4 Relative alignment between LXe detector and CDCH

The alignment procedure described in Sect. 4.5.1 is insen-
sitive to a global misalignment between CDCH and other
subdetectors. Among them, the LXe detector is especially
important since it provides information about the γ-ray direc-
tion.

Events that result with hits in both the CDCH and the
LXe detector are used to compare information from both.
The appropriate event category is the cosmic rays, which
can release energy in the LXe detector and then (or vice
versa, depending on the trajectory) pass through the CDCH,
producing hits on multiple wires. The cosmic ray events are
collected with a specific triggering scheme and with the mag-
netic field turned off, to obtain straight tracks that are easier
to reconstruct and fit. The idea is to select cosmic ray tracks
that cross the LXe detector inner face almost perpendicularly
and to determine the coordinates of this crossing point using
the LXe detector and the CDCH information independently.

On the CDCH side, a method based on the Legendre trans-
form [20,21] is used for finding and fitting the cosmic ray
tracks. The fitted tracks are then extrapolated to the inner face
of the LXe detector.

Fig. 18 Difference in the reconstructed z-coordinate on the entrance
face of the LXe detector for cosmic rays performed by using the LXe
detector and CDCH information independently. The red curve is a Gaus-
sian fit

On the LXe detector side, the usual position reconstruction
algorithm (see Sect. 6.4) is applied. The selection of cosmic
ray tracks almost perpendicular to the detector entrance face
is motivated by the fact that the continuous stream of energy
release by such cosmic rays is seen from the photosensors on
the inner face as a point-like energy deposit, whose position
is more reliably reconstructed.

Figure 18 shows the LXe–CDCH difference in the recon-
structed z-coordinate Δz = zLXe − zCDCH. The distribution
has a Gaussian shape, centred at Δz = (−1.0 ± 0.8) mm.
This result shows that a small global shift can be applied to
better align the two detectors even if it is compatible with
zero.

We do not observe any significant deviation in the differ-
ence in φ within its uncertainty, which is more subject to sys-
tematic errors in the measurement because of non-uniform
distribution of the cosmic rays with respect to φ.

The relative alignment between the LXe detector and the
CDCH, combined with the relative alignment between the
CDCH, the magnetic field and the target, is sufficient to deter-
mine the relative positron–photon angle, which is indepen-
dent of the absolute position of the detectors.

For practical reasons, we need to define an absolute align-
ment. Reference marks on the COBRA cryostat are used to
define the absolute MEG II reference frame. The position
of the CDCH in this reference frame is determined by an
optical survey with an estimated resolution of a few hundred
micrometres, while the absolute position of the LXe detec-
tor is measured with uncertainties of ∼ 600µm as discussed
in Sect. 6.4. On this basis, we decided to use the CDCH
position as a reference and apply global shifts to the LXe
detector, the magnetic field and the target, according to the
results of the data analysis for the relative alignments. The
shifts of the magnetic field and target, reported in Sects. 4.5.2
and 4.5.3, are quite similar in size and direction, which could
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indicate a bias in the CDCH survey. The shift in the z direc-
tion is also confirmed by the relative alignment between
the CDCH and the LXe detector, but with a large uncer-
tainty. For these reasons, the shift to be applied to the LXe
detector was determined by combining all available infor-
mation on a possible bias in the CDCH survey. We obtained
(90µm, 800µm, 630µm), with a systematic uncertainty of
1 mm assigned in all directions.

4.6 Performance

In this section, we discuss the performance of the CDCH in
terms of resolution and tracking efficiency. A more extensive
discussion is given in a dedicated paper [15]. We recall that
the main motivation for building the CDCH was the unsat-
isfactory performance of the MEG drift chamber system in
terms of angular and energy resolutions and tracking effi-
ciency due to its segmented structure.

4.6.1 Resolutions

One technique for evaluating the resolutions of the kinematic
variables is the “double-turn” method, which was already
used in the MEG experiment[2]. In the MEG II experiment,
∼ 15% of the positron tracks cross the chamber volume five
times, passing through 9×5 sense wire layers. In these tracks,
one can identify two separate track segments (“turns”), the
first of which corresponds to two chamber crossings and the
second to three chamber crossings. Both track segments are
independently fitted and propagated to a plane parallel to
the target between the two turns and the distributions of the

Fig. 19 The distribution of the double-turn difference for ze+ obtained
using the conventional (NML) and neural network (DNN and CNN)
approaches to DOCA reconstruction fit with a double Gaussian. A1,2
are the amplitudes of the two Gaussians, the ratio is fixed to 0.05; σ1,2
are their standard deviations in mm

Table 2 Effective resolutions (core σ s) for experimental data obtained
by combining the double-turn results on data with the MC correction
factors. The design values are in Table 6

σye+ (mm) σze+ (mm) σφe+ (mrad) σθe+ (mrad)

0.74 2.0 4.1 7.2

differences between the kinematic variables reconstructed by
the two segments are compared.

Figure 19 shows the double-turn distributions for ze+ ;
the shapes of the ye+ , φe+ and θe+ distributions are simi-
lar. The three distributions of Fig. 19 are based on the con-
ventional and the neural network based DOCA reconstruc-
tions described in Sect. 4.4.2. The neural network approaches
improve the width of the distribution by 1−11%.

These distributions do not directly represent the effective
resolutions of the CDCH, but a combination in quadrature of
the resolutions of the first and second turn. The following cor-
rections are required to convert the double-turn results into
reliable estimates of the real resolutions. One is to correct
for the bias in the double-turn evaluation due to difference
in magnetic filed and properties between the two turns and
with Michel positrons. Another is to correct for the differ-
ence between Michel positrons and the signal positrons due
to the different numbers of hits. Both correction factors were
evaluated via MC simulations. Good similarity was obtained
between the double-turn results on data and those on the
Michel MC simulation, showing that we have a solid knowl-
edge of the response of the CDCH. In addition, we can correct
for the correlation effect between the variables for the detec-
tion of μ+ → e+γ events as discussed in Sect. 10. The cor-
relation parameters are also evaluated with the double turn
analysis. The effective resolutions after the corrections are
summarized in Table 2.

The energy resolution for experimental data is measured
by fitting the theoretical Michel spectrum multiplied by an
efficiency function that takes into account the high-energy
selection of the spectrum by the spectrometer acceptance
and then convoluted with the resolution function formed by
the sum of three Gaussian functions to the measured Michel
positron spectrum. The result is shown in Fig. 20 in both
logarithmic (a) and linear (b) scales. The σ of the core Gaus-
sian function, which accounts for ∼ 67% of the integral of
the resolution curve, is σEe+ = 91 keV, better by 40 keV of
the value quoted in the MEG II proposal. The corresponding
value for the MEG experiment was σEe+ = 320 keV.

4.6.2 Efficiency

Figure 21 shows the CDCH tracking efficiency for signal
positrons εe+,CDCH versus Rμ. The efficiency is defined as
the ratio of the number of reconstructed positrons in the signal

123



Eur. Phys. J. C (2024) 84 :190 Page 17 of 44 190

Fig. 20 Fit of the Michel positron spectrum in logarithmic (a) and lin-
ear (b) scales. The black histogram is the experimental distribution, the
blue curve is the sum of three Gaussian functions describing the reso-
lution around the signal region and the red curve is the fitted function,
obtained from the theoretical spectrum multiplied by the acceptance
curve shown in c and then convoluted with the resolution function. c
The acceptance curve of the spectrometer modelled with an error func-
tion

energy region to the number of emitted positrons in the direc-
tion opposite to the LXe acceptance region and detected by
the pTC. Since the efficiency depends on the positron energy,
it is measured for energies just below the signal energy and
its value is extrapolated to the signal energy. The sample used
for the calculation is taken through a minimum bias trigger
that requires only one hit on the pTC. It is expected that
the efficiency decreases with Rμ, because as Rμ increases,
the probability of pile-up also increases, making the track-
finder algorithm less effective at identifying hits belonging
to individual tracks. Nevertheless, the reduction in efficiency
from the lowest value of Rμ = 2 × 107 s−1 to the highest
Rμ = 5 × 107 s−1 is moderate < 15%. The blue dotted line
represents the design value, which is almost reached at the
smallest value of Rμ and is not far from being reached also
at the highest. As a reference we measure εe+,CDCH ∼ 74%
at Rμ = 3 × 107 s−1.

The CDCH is highly transparent towards pTC and allows
a high signal detection efficiency for pTC, εe+,pTC =
(91 ± 2)% (discussed in Sect. 5.5), which is twice higher

Fig. 21 CDCH tracking efficiency as a function of Rμ for signal
positrons. The blue dotted line is the design value

than with the MEG drift chamber. The MEG experiment
used Rμ = 3 × 107 s−1, with a positron efficiency of
εe+ ∼ 30%. At the same Rμ, the positron efficiency is
εe+ = εe+,pTC × εe+,CDCH ∼ 67%.

4.7 Back-up chamber

The detailed analysis of the problems of wire breakage stimu-
lated a long R&D effort to explore possible alternatives to the
silver-coated aluminium wires, which were found to be frag-
ile and easily damaged by ambient humidity, with the aim
of designing and building a new chamber (CDCH2) with-
out the above problems. Several possible types of wire were
explored, with different coating materials (gold and nickel),
without coating etc. They were studied from multiple aspects:
sensitivity to corrosion processes, mechanical strength, sol-
dering technique on PCBs, etc. We developed a system for
measuring wire tension [22], based on the resonant frequency
method, as well as with wiring and assembly stations [23].
The final choice was a wire made of pure aluminium with
a diameter of 50µm, which is almost insensitive to corro-
sion and can be efficiently and solidly fixed on PCBs by a
combination of soldering and gluing with suitable chemical
products. The CDCH2 is scheduled for completion by the
end of 2023 and delivery to PSI in spring 2024. At that time,
the collaboration will decide whether and when to replace
the current chamber.

5 Pixelated timing counter

Measuring the time coincidence between a e+ and a γ-
ray with the highest resolution is crucial for reconstructing
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Fig. 22 The downstream
pixelated Timing Counter

μ+ → e+γ like events in a high Rμ environment. The pTC
was developed to measure the e+ impact time, from which
the emission time at the target plane te+ can be derived by cor-
recting for the track length reconstructed by CDCH. It also
plays an active role in the trigger algorithms by providing
information for event selection based on time coincidence
and directional matching with the γ-ray measurement with
the LXe detector.

5.1 Concept and design

The detector consists of two semi-cylindrical sectors arranged
mirror-symmetrically upstream and downstream of the tar-
get, within the volume between CDCH and the inner wall
of the COBRA magnet. Figure 22 shows an illustration of
the downstream sector. The support structure consists of a
20 mm thick semi-cylindrical aluminium shell. Plastic scin-
tillator counters are mounted on 16 back-planes running in
the z-direction along the structure. To ensure temperature-
stable operation, water flows from a cooling system through
copper pipes embedded in the structure.

The pTC extends in the z–φ plane 23 < |z| < 117 cm
and −166◦ < φ < 5◦ to cover the angular acceptance of
μ+ → e+γ positron candidates with a back-to-back γ-ray
reaching the fiducial volume of the LXe detector.

Each sector is segmented into 256 plastic scintillator tiles
(Bicron BC422® [24]), coupled to an array of silicon pho-
tomultipliers (SiPMs) glued on two opposite sides as shown
in Fig. 23. Each array consists of six SiPMs connected in
series. Near-ultraviolet sensitive AdvanSiD SiPMs with an
active area of (3×3) mm2 and a pixel pitch of 50µm (ASD-
NUV-SiPM3S-P) are used. Their spectral response matches
well with the 370 nm peak emission of BC422. Each tile is
wrapped with a highly efficient 35µm thick polymeric reflec-
tor (VIKUITI 3M Mirror Film®) to increase light reflectance

Fig. 23 A naked counter with H = 50 mm. The coordinates
(vhit, whit) are the counter local coordinates used in reconstruction in
Sect. 5.3

at the surface, and finally wrapped again with a 30µm thick
black TEDLAR® film.

The counter sizes (length L , height H and thickness T )

and locations were optimised using MC simulations. The
best trade-off between single-counter performance, number
of hits for a signal positron (hit multiplicity), detector effi-
ciency and number of channels was found with L×H×T =
(120 × 40 × 5) mm3 and (120 × 50 × 5) mm3 tile sizes (the
two different H are used in different regions to maximise hit
multiplicity while keeping the highest efficiency). The coun-
ters are arranged at a fixed radius (the top of each counter
at r = 29.7 cm) in a 16 × 16 matrix arranged in the z–φ

plane. The longitudinal and angular distances between adja-
cent counters are 5.5 cm and 10.5◦, respectively. Each line at
fixed z is offset by half a counter from the previous one; in
addition, the counters are tilted by 45◦ so that they are nearly
perpendicular to the signal positron trajectories. This config-
uration was chosen to maximise the average hit multiplicity
for a signal-like positron. The idea behind the detector design
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Fig. 24 Map of counter hit
rates measured at
Rμ = 5 × 107 s−1 in 2022 run.
Each circle indicates a counter
and the colour shows the hit rate

is to take advantage of both the good single-counter resolu-
tion (below 100 ps measured in laboratory tests [25]) and the
combination of multiple hit information. The mean hit mul-
tiplicity per signal event reconstructed from MC, 〈Nhit〉 ∼ 9,
leads to the expectation of a total time resolution down to
σte+ ,pTC ∼ 40 ps.

Most counters (except those at low |z|, due to mechan-
ical constraints) are connected to a laser source via optical
fibres. The signals generated by sending synchronous light
pulses with the laser to the counters are used to check detec-
tor stability and to calibrate the inter-counter time offsets as
described in Sect. 5.4.

5.2 Operation

The R&D for the pTC single counter began in 2013 [26].
The full detector was developed and finally commissioned
in 2017 [25], when it was tested in the MEG II spectrometer
under experimental conditions. Since then, it has always been
operational during the MEG II engineering runs, which were
conducted once a year.

During standard operation of the pTC, the circulating
water is maintained at the fixed temperature of 9 ◦C, resulting
in an effective SiPMs’ temperature range of 11.0 to 14.5 ◦C,
depending on their position. The detector volume is con-
stantly purged with dry air to maintain low humidity and
prevent a dew point from being reached.

The breakdown voltage for each SiPM array was extrapo-
lated from I–V curves recorded at fixed temperature (30 ◦C).
Data collection at different temperatures allowed extraction
of the coefficient of breakdown voltage as a function of tem-
perature, resulting in 24 mV ◦C−1/SiPM. The optimal oper-
ating voltage for each SiPM array was then first determined
in laboratory tests by measuring time resolution as a function
of overvoltage, and then optimised at the beginning of each
run to maximise the signal-to-noise ratio under experimen-
tal conditions. A typical value for an array of six-SiPM is
∼ 164 V, i.e., an overvoltage of 3.2 V/SiPM.

Since the engineering run in 2017, the detector has been
running very stably. Only a tiny number of channels (one in
2021, four in 2022) proved dead (i.e., they have no signal).

The malfunctioning and dead counters have been replaced
with spare ones during the maintenance period. The distri-
bution of pTC hit rate shown in Fig. 24 can be used as a
diagnostic and monitoring tool for beam and background.
For example, the asymmetry between upstream and down-
stream is due to the polarisation of the muon beam and the
muon decays off-target. The distribution of the hit rate agrees
well with that of MC; no unexpected background is observed.
Due to the finely segmented configuration, the hit rate of
each counter is < 75 kHz despite of the total pTC hit rate of
∼ 3 MHz at Rμ = 5 × 107 s−1.

5.2.1 Issues and problems

During the first years of operation, some problems related
to the detachment of SiPMs from the scintillator surface
occurred, probably caused by mechanical stress on the SiPM
board and loose adhesion of the optical resin to polished sur-
faces. For this reason, a small subset (a few dozen) of the
counters were removed from the detector and glued back on,
after applying manually some small scratches to the scintil-
lator surfaces glued to the SiPMs, to ensure better adhesion.

An increase in the dark currents of the SiPMs was
observed, likely due to radiation damage in the Si bulk. The
e+ fluence in 2021–2022 runs is ∼ 1.5 × 1010 cm−2 at the
highest hit rate region. The behaviour of the dark current
as a function of the total muons stopped on target during
the last two years is shown for some channels in Fig. 25.
The dark current increment varies between channels due to
position-dependent e+ hit rates and different operating over-
voltages. On average, the increment rate is 9 nA/(1012μ+)

and 13nA/(1012μ+) in 2021 and 2022, respectively, which
correspond to ∼ 40−50 nA d−1.

This effect has been studied in detail [27] and a clear cor-
relation between the increase in dark current and the degrada-
tion in time resolution has been demonstrated. Based on these
studies, we expect a degradation of the overall time resolu-
tion of ∼ 13% after three years of MEG II running. Although
this does not affect the detector performance, we decided to
refurbish the detector, by replacing ∼ 100 counters.
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Fig. 25 The dark currents of some channels compared to the integrated
number of stopped muons on target. The vertical dashed lines define
the periods with the muon rates shown above

5.3 Reconstruction algorithms

The e+ impact time thit and the position along the long side of
the scintillator whit for each counter are reconstructed from
the timing of the SiPM signals (tCh1(2) for channel 1 (2) of
the counter):

thit = tCh1 + tCh2

2
− OCh1 + OCh2

2
− L

2veff
, (5)

whit = veff

(
tCh1 − tCh2

2
− OCh1 − OCh2

2

)
, (6)

where L = 120 mm is the length of the scintillator, OCh1(2)

is the time offset for the channel, and veff is the effective
speed of light in the scintillator; OCh1(2) and veff are counter-
dependent parameters discussed in Sect. 5.4. The signal pulse
shape after a shaping amplifier5 has a rise time of ≈ 1.4 ns
and a full width at half maximum of ≈ 2.8 ns. The tCh1(2) is
extracted from the pulse using the digital-constant-fraction
method, which calculates the crossing time of the signal at a
given fraction of the total amplitude. In the offline analysis,
different fractions were tested and the fraction with the best
time resolution was determined separately for each channel
(usually 25%). The local hit coordinate is transformed into
the global coordinates using the counter geometry (position
and rotation).

A positron usually leaves hits in multiple counters. The
series of hits are grouped by a clustering algorithm using
the hit timing and position information. The same e+ can hit
counters after exiting the pTC region and travelling another
half a turn. These hits are grouped into a different cluster.

5 The shaping is based on a pole-zero cancellation circuit mounted on
the WaveDREAM board.

The highly granular counter configuration allows estima-
tion of the e+ trajectory from the hit pattern of each cluster.
A look-up table that relates the hit pattern to the radial hit
coordinate (vhit) was created based on the MC simulation
and used to infer vhit for each hit belonging to the cluster.
The cluster timing and position information is passed to the
track-finding algorithm to provide the track time T0 and seed
the tracks in CDCH.

The cluster information is next fed into a DAF to fit the
trajectory inside the cluster. Two track fitting procedures are
applied to each cluster. One is the pTC self-tracking, which
uses solely the pTC cluster information and is used for cali-
bration and performance evaluation. The other uses the track
reconstructed with CDCH and combines it with the pTC hits.
First, a matching test is made between the CDCH tracks and
the pTC clusters, and then, the track is extended to the end of
the last pTC hit in the cluster for each matched combination.
If multiple clusters matched with a single CDCH track, the
first one along the trajectory is adopted. During the anneal-
ing process of DAF, temporally or spatially inconsistent hits
are removed. This filtering process eliminates not only the
contamination of hits by different particles but also hits by
the same e+ with small turns after the main passage, which
are the main cause of the tail in the pTC timing response.

Figure 26 illustrates the clustering and tracking pro-
cesses with an example event observed in 2021 at Rμ =
5 × 107 s−1.

The timing information in a cluster is combined into the
impact time of the first counter:

te+ , pTC =
Nhit∑

i=1

(
thit,i − f1,i

)
/Nhit, (7)

where Nhit is the number of hits in the cluster, thit,i is the
reconstructed hit time of the i-th hit and f1,i is the time of
flight from the first hit to the i-th hit calculated from the
length of the fitted track. Finally, the time of the e+ emission
at the target is calculated as,

te+ = te+ , pTC − f0,1, (8)

where f0,1 is the time of flight from the target to the first hit
calculated from the track length (see Sect. 4.4.2).

5.4 Calibration and alignment

The measured signal timing on each channel contains its own
time offset (OCh1(2)) due to different lengths of the readout
chain, the variety of scintillator and SiPM responses and dif-
ferently optimised parameters of the digital-constant-fraction
method, resulting in the misalignment of the hit times (see
Eq. (5)) and positions (see Eq. (6)) of individual counter
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Fig. 26 An example of pTC hits in an event. a The φ–z view of
the upstream sector. Counters with hits are shown in colour; differ-
ent colours show different clusters. The yellow asterisk markers show
the reconstructed hit positions and the red star marker shows the point
matched with the track from CDCH. The first (orange) and second
(green) clusters coincide within 2 ns and thus originate from a single
e+ in different turns. They are separated into different clusters by the
spatial information. The third (magenta) one originates from another
particle well separated in time (+180 ns). b A 3D view of the first
cluster. The cyan squares show the counter planes (arbitrary size), the
yellow ellipses show the reconstructed hits, and the red curve shows the
fitted track. The seventh hit is incompatible with the others, most likely
due to a hit of a secondary particle from the main e+, and the weight
becomes zero in the annealing process of DAF

measurements. From Eqs. (5) and (6), it is more effective to
calibrate the linear combinations of OCh1(2) than to calibrate
them separately.

To align the local whit coordinate, veff and

Ointra = OCh1 − OCh2

2
(9)

are calibrated using the whit distribution obtained with the
Michel positrons. Since the scintillator length L is precisely
controlled (O(10µm)), we use this physical boundary con-
dition. The centre of the distribution reflects Ointra and the
width does veff . The precision of this method was evaluated

to be 1.1 mm, which is much better than the whit resolution
of ∼ 10 mm.

The alignment of each counter relies on two types of opti-
cal survey. One is a three-dimensional scan of the entire
pTC structure including individual counters using the FARO
EDGE SCANARM. This was performed on completion of
the assembly prior to installation. From the scanned data,
the position and rotation of each counter was reconstructed
relative to reference points for spherically mounted retro-
reflectors (SMRs). The other is a three-dimensional survey
using the Leica Laser Tracker. This was performed in situ
after the installation and measured the reference points with
the SMRs in the MEG II global coordinate system. By con-
necting the reference points, the position and rotation (six
parameters) of each counter were determined to an accuracy
of a few 100µm.

To align inter-counter timing, the following variable is
calibrated for each counter:

Ointer = OCh1 + OCh2

2
+ L

2veff
. (10)

Two complementary methods were developed: the track-
based method and the laser-based one. The former uses the
Michel positron tracks and the latter uses a dedicated laser
system. Details of the laser system and the method are given
in [28].

The track-based method calculates a set of inter-counter
time offsets Ointer,k (k = 1, . . . , 512 is the counter ID) by
minimising the following χ2 for a given data set of Michel
positrons,

χ2 =
Ncluster∑

j=1

N j
hit∑

i=1

⎡

⎣
t jhit,i −

(
t j1st + f j

1,i + Ointer,ki

)

σ
j
i

⎤

⎦

2

, (11)

where j runs for all clusters with successful pTC self-
tracking in the data set, i runs for hits in the cluster, t j1st
is the e+ impact time at the first hit in the cluster and it is a
floating parameter in the minimisation (local parameter), the
time of flight f j

1,i is computed by the self-tracking, and σ
j
i

is the uncertainty of each measurement represented by the
mean counter time resolution. The minimisation is solved
with a linear least squares fit using Millepede II [29].

The track-based method can calibrate Ointer,k relatively
between the counters in a sector for a given data set. The
laser method is used to connect the two sectors and to trace
the temporal variation. Figure 27 shows the temporal vari-
ation of Ointer,k in 2022 traced by the laser method. Until
the 10th of August 2022, the commissioning of the run, such
as exchange of electronics boards and optimisation of the
bias voltages, had been made and hence the whole detector
system had been unstable. The laser method allows monitor-
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Fig. 27 a Temporal variation of the pTC counter time offsets Ointer
in 2022 traced by the laser calibration. For this plot, the offsets were
calibrated and aligned with the data between 11th August and 22nd
September, and therefore ΔOinter denotes deviation from them. The
grey graphs are for sampled counters from different groups of optical
paths in the laser system and the red one is for the average for all
424 laser-equipped counters. b The dispersion of ΔOinter for the 424
counters

ing of the system and calibration of the change in Ointer,k .
Once the configuration was fixed, the system became stable.
The precision of a set of laser calibration with 3000 events
is evaluated to be 3 ps from the dispersion. The dispersion
remained stable for about two months and then increased
slightly, indicating the need to update the calibration.

The track-based method is subject to a position-dependent
systematic bias because a small error in the estimation of f j

1,i
can accumulate along the e+ path. Such a position-dependent
bias is detected and corrected by comparing the time offsets
from the laser method.

The time offsets obtained by the two methods are in good
agreement with a standard deviation of 31 ps, which is domi-
nated by the intrinsic uncertainty in the laser method of 27 ps
[28]. We adopt the results from the track-based one with the
corrections using the laser-based one. The accuracy of the
time offset calibration was estimated to be ∼ 15 ps, which is
negligibly small compared to the single counter time resolu-
tion of σte+ ,pTC(Nhit = 1) ∼ 100 ps as discussed in Sect. 5.5.

5.5 Performance

The single-counter time resolutions were measured to be
σte+ ,pTC(Nhit = 1) ∼ 80−100 ps and σte+ ,pTC(Nhit = 1) ∼
100−120 ps for H = 40 and 50 mm counters, respectively.
The ranges show the variations among the counters and the

Fig. 28 Time resolution of pTC as a function of the number of hits
evaluated by the even–odd analysis on the 2021 data. The curve
σte+ ,pTC(Nhit) = σ1/

√
Nhit is fitted to the data. The histogram shows

the Nhit distribution for the signal positrons obtained from the MC sim-
ulation

resolutions are correlated with the light yield of the counters
(the product of the yield of the scintillator and the photon
detection efficiency of the SiPMs). The resolutions are on
average 11% worse than those obtained in the engineering
run in 2017 [25]. This is due to several reasons: a lower sam-
pling frequency (from 2.0 GSPS to 1.4 GSPS), increase in the
dark count rates due to the radiation damage to the SiPMs,
and lower light yields due to the scintillator ageing and the
detachment of SiPMs from the scintillator on some counters.

The multi-hit time resolution is evaluated with the “even–
odd” method, in which te+ , pTC of Eq. (7) is reconstructed
independently from two groups of hits in a cluster (i ∈ {2k}
and i ∈ {2k + 1} where k is an integer), and the two results
are compared. Figure 28 shows the results as a function of
Nhit, reaching an average time resolution of σte+ ,pTC = 43 ps,
obtained by weighting the multi-hit resolutions with Nhit dis-
tribution from the MC simulation. This improves the previ-
ous MEG timing counter resolution by almost a factor of two
[30].

The efficiency of pTC was studied with a MC simula-
tion. Considering the spread of the muon decay points on
the target, the geometrical acceptance is 95% for the signal
e+ with the accompanying γ-ray in the fiducial volume of
the LXe detector. A few percent of e+ s escape from hitting
pTC due to multiple Coulomb scattering on the CDCH mate-
rial, especially the end caps. The total detection efficiency is
εe+,pTC = 91(2)%.
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6 LXe detector

To measure the energy, position, and timing of the 52.83 MeV
γ-rays from the μ+ → e+γ decay, 900 L LXe is used. LXe
has many excellent properties such as high light yield, fast
response, high stopping power and good uniformity, and
is therefore used in various fields such as particle physics,
nuclear physics, and medicine. The LXe detector concept is
briefly summarised in Sect. 6.1, and the commissioning of the
detector and the initial operation are presented in Sect. 6.2.
After the methods used to calibrate the photosensors are
described in Sect. 6.3, the current performance of the detector
is discussed in Sects. 6.4–6.7.

6.1 Detector concept

The MEG LXe detector has been upgraded to improve the
energy and position resolutions for events where the γ-rays
interact close to the inner face of the detector. The most
important improvement is the change in the granularity of the
photosensors on the inner face from 216 2-inch round-shaped
PMTs to 4092 (15 × 15) mm2 Multi-Pixel Photon Coun-
ters (MPPCs) operating at the LXe temperature (∼ 165 K)

to detect the scintillation light emitted isotropically from LXe
in the VUV range (λ ∼ 175 nm). The other faces of the detec-
tor are equipped with 668 PMTs which were also used in the
MEG experiment. The detailed concept of the MEG II LXe
detector is summarised in [3].

The local coordinate system (u, v, w) for the LXe detec-
tor is defined as follows: u coincides with z in the cylin-
drical coordinate system; v is directed along the negative
φ-direction at the radius of the inner face of the LXe detector
(rin = 67.85 cm), which is the direction along the inner face
from bottom to top; w = r − rin, measures the depth from
the inner face, as shown in Fig. 29.

Fig. 29 Net drawing of the LXe detector and the local coordinate sys-
tem

6.2 Commissioning and operation

The upgrade of the LXe detector began in 2016 and was com-
pleted in 2017, after which it was installed at the experimental
site as shown in Fig. 30. After the photosensors were cali-
brated, commissioning of the detector with the muon beam
was started. From 2017 to 2020, the number of available
channels of readout electronics was limited, and full readout
has been available since 2021.

Some MPPC channels failed due to short circuits or open
circuits in the detector, and some PMTs due to the failure of
HV modules in operation since the MEG experiment; there
are 47 dead channels in the MPPCs and 34 dead channels in
the PMTs during the 2022 beam time. The number of scin-
tillation photons missing due to these channels is estimated
from the solid angle subtended by the corresponding photo-
sensors and the number of photons detected in the surround-

Fig. 30 The LXe detector installed into the experimental site
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ing channels and is taken into account in the reconstruction
algorithms to compensate for the effect of the dead channels.

Purification of xenon is necessary to achieve a good light
yield from the scintillation. Purification in the liquid phase is
performed each year before the beam time by circulating the
liquid xenon through a molecular sieve. This method cannot
be used during the physics runs because of the noise of the
circulation pump. Purification in the gaseous phase is addi-
tionally performed during the whole beam time with a hot
metal getter. The molecular sieve is expected to remove impu-
rities, especially water, and the getter is expected to remove
water, oxygen, and nitrogen.

Various types of calibration data, presented in Sects. 6.3
and 6.6.4, are collected at regular intervals during the physics
run to study the stability and uniformity of the detector
response. A detailed description of the calibration equipment
can be found in [1]. The entire set of calibration data is col-
lected thrice a week, while a smaller subset for the calibration
of the photosensors is collected once a day. The dead time in
the physics run due to calibration was 7−8% in 2021 and was
reduced to less than 5% in 2022 by optimising the calibration
scheme.

Detailed studies of energy and time resolutions have
been performed with quasi-monochromatic 55 and 83 MeV
γ-rays produced by the π−p charge exchange (CEX) reac-
tion (π−p → π0n, π0 → 2γ) since 2020. Since this calibra-
tion requires a π− beam, a liquid hydrogen (LH2) target in
the COBRA centre, and an additional γ-ray detector (BGO
calorimeter) to tag back-to-back γ-rays (see [1] for details),
frequent calibration with this method is unrealistic. There-
fore, a period of two to three weeks is reserved once a year
for CEX data acquisition.

The photon detection efficiency (PDE) of the MPPCs for
VUV light was measured 0.13±0.01 on average in the 2017
commissioning run. This value is significantly lower than the
value of 0.20 ± 0.02 measured with two MPPC samples in
the laboratory [31]. Surface damage to MPPCs caused by the
muon beam was identified as a possible cause for the lower
PDE. A detailed investigation was carried out in 2019, that
demonstrated that the decrease of PDE as a function of muon
beam time was due to radiation damage [32].

Annealing turned out to restore the reduced PDEs effec-
tively. Annealing of all MPPCs in the detector was per-
formed for the first time during the accelerator shutdown
period between runs 2021 and 2022. The Joule heating of
the MPPCs itself served as the heat source. A custom-built
constant-voltage power supply with 30 ports capable of sup-
plying 60 to 80 V and up to 250 mA per port was used. Eight
MPPCs were connected to each port and 240 MPPCs were
biassed simultaneously. The MPPCs were illuminated with
LED light to induce a current. A reverse bias voltage of 71 V
was applied to each MPPC with a typical current of 25 mA,
resulting in a power dissipation of 1.775 W. Each MPPC was

annealed for ∼ 28 h. PDEs high enough to tolerate radiation
damage during the physics run for a full year were achieved
as described in Sect. 6.3.4. This procedure (annealing dur-
ing the shutdown period and continuous physics data taking
during the beam period) has been and will be repeated every
year during the MEG II physics run.

6.3 Sensor calibration

The kinematics of the incident γ-ray is reconstructed from
the charges and timings of the signals caused by the LXe
scintillation light detected by the photosensors. The charge
Qi (i is the index of the photosensor) is measured by inte-
grating the pulse of the digital waveforms in a 150 ns wide
window and converting it to the number of photo-electrons
Nphe,i and then to the number of photons incident on the
photosensor Npho,i , as follows:

Nphe,i = Qi/
(
e · Gi · FEC,i

)
,

Npho,i = Nphe,i/Ei , (12)

where e is the elementary charge, Gi is the gain of the pho-
tosensor, FEC,i is the excess charge factor (ECF), and Ei is
the quantum efficiency (QE) of PMT or the PDE of MPPC.
The ECF for MPPC is the ratio between the measured charge
and the charge due to the primary photoelectrons, and it is
larger than 1 because of cross-talk and after-pulse; for PMTs
FEC,i = 1 is assumed. The results of the calibration for these
parameters are described here mainly for 2021 data. The cal-
ibration of the timing parameters is described in Sect. 6.5.

6.3.1 Noise reduction

The waveform for each channel is read out by the Wave-
DREAM board and digitised at 1.4 GSPS by the Domino
Ring Sampler (DRS4) chip mounted on the board, as
described in Sect. 8. Calibration and noise reduction are
applied to the digitised waveform data by subtracting the fol-
lowing four types of noise templates, created from pedestal
events acquired with periodically output triggers.

The first noise template is dedicated to correct the voltage
offset of each sampling capacitor cell in the DRS4 chip. Volt-
age calibration is first performed in the online analysis (see
Sect. 8.3), but some offsets that cause a low-frequency noise
remain and must be removed. The remaining voltage offset,
corresponding to each physical capacitor cell, is extracted
by averaging the voltage for each cell for pedestal events.
The second is used to compensate for high-frequency noise
caused by the cross-talk of a clock signal distributed to the
WaveDREAM boards for time synchronisation. Since it is
synchronous with the clock signal, it can be extracted by
averaging the pedestal waveforms after adjusting the timing
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Fig. 31 The sum waveforms of all MPPCs. The black and red ones are
before and after noise reduction, respectively [33]

to the clock phase. The third is to correct the temperature
dependence of the slope of the baseline. Each capacitor cell
has a small leakage current that depends on the temperature
and results in a slope of the baseline. The relation between
the temperature and the slope for each channel is extracted
from the pedestal events acquired at different temperatures.
The fourth is to subtract the noise correlated with the sam-
pling cell corresponding to the first point of the waveform
data in the time order. The sampling process of DRS4 is run-
ning continuously and cyclically, and when a trigger signal
comes it stops sampling and starts readout from the stopped
cell. Therefore, the physical cell corresponding to the first
point in the waveform changes for each event and the read-
out time of each cell also changes. It causes a variation of
the voltage offset. This effect is reduced by creating noise
templates depending on the first sampling cell.

Figure 31 shows the waveforms summed for all MPPC
channels before and after noise reduction. The offset is cor-
rected, and the slope and high-frequency noise are reduced.
The dispersion of the reconstructed energy of pedestal events
is reduced to σnoise,LXe = 0.15 MeV, which is sufficiently
small compared to the energy resolution of the LXe detector
(Sect. 6.6).

6.3.2 PMT gain

The absolute gain in each PMT is determined from the cor-
relation between the mean Qi and the variance σ 2

Qi
of the

charge for a constant light source:

σ 2
Qi

= Gi · e · Qi + σ 2
noise,i , (13)

Fig. 32 The correlation between the mean and the variance of the PMT
charge at different LED intensities. The gain is calculated from the slope
of the linear fit

Fig. 33 Temporal evolution of the average gain of all PMTs during
the 2021 run. The red plot shows the average of the absolute gains and
the blue one shows the average of the mean charges for constant LED
intensity scaled to the gain values with the data on 15th September

where σnoise,i is a noise term. This correlation is measured
by flashing the blue LEDs installed in the LXe detector at 22
different intensities. The gain is determined by fitting Eq. (13)
as shown in Fig. 32.

The gains of all PMTs were set to ∼ 0.8 × 106 at the
beginning of each run with 3% accuracy by adjusting HV for
each PMT. The average gain decreased continuously during
the run as shown in Fig. 33. This phenomenon was already
observed in the MEG experiment. While a single set of HVs
was used throughout the 2021 run, the HVs were readjusted
twice during the 2022 run to restore the reduced gains when
the average gain decreased by 10−20%.
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The temporal evolution is traced by the absolute gain mea-
surements. Their fluctuation is smoothed periodically in the
offline reconstruction using the mean charge for fixed inten-
sity LED events, as the accuracy of the charge measurement
(statistical uncertainty < 0.1%) is higher than that of the
determination of the absolute gain. The discrepancy between
the temporal evolution of the two measurements (red and
blue points in Fig. 33), that does not introduce a significant
uncertainty, could be due to the change in the transmittance
of the LED light (λ ∼ 460 nm) in LXe or to the LED light
instability, which only affect the measurement of the mean
charge. The former contribution is likely dominant because
a correlation is observed between this discrepancy and the
change in the light yield of the VUV scintillation light, sen-
sitive to the purity of the LXe, which improves over time due
to continued purification in the gaseous phase.

6.3.3 MPPC gains and ECFs

MPPC gains and ECFs are calibrated using low-intensity
LED data. The intensity of the LEDs is adjusted for the
MPPCs nearest to each LED to detect one photo-electron on
average. The gain is obtained from the distance between two
peaks corresponding to zero and one photo-electron. How-
ever, it is difficult to separate the two peaks with the standard
integration range of 150 ns in presence of noise. Therefore
the gains and the ECFs are extrapolated from the results with
several shorter integration ranges.

The ECF is measured as follows:

FEC,i = Qi/
(
e · Gi · 〈Nphe,i 〉

)
, (14)

Fig. 34 The ECFs of the MPPCs versus the serial number [33]. Dif-
ferent markers show MPPCs produced in different production lots

where 〈Nphe,i 〉 is the expected number of photo-electrons
for the LED that can be calculated from the number of zero
photo-electron events nzero,i and the total number of events
ntotal,i as

〈Nphe,i 〉 = − log
(
nzero,i/ntotal,i

)
. (15)

Figure 34 shows the ECFs as a function of the serial number
of the MPPCs. The MPPCs were manufactured in four differ-
ent periods, each labelled with different markers. A depen-
dence of the ECFs on the production lot was found. This
dependence is still acceptable as it can be measured and cor-
rected.

The uncertainty of the absolute gain measurement is 2.5%
from statistics and that of the ECF is 1−5%, which mainly
comes from the statistical uncertainty of 〈Nphe,i 〉.

6.3.4 PDEs of MPPCs and QEs of PMTs

The MPPC PDEs and the PMT QEs for VUV light are cal-
ibrated with α-particles from 241Am sources deposited on
thin wires mounted inside the active volume of the detector.
Since the positions of the α-particle sources are known, the
expected number of photons arriving at each photosensor can
be estimated with a MC simulation. Therefore, the PDEs and
QEs are calculated by comparing the mean number of mea-

sured photo-electrons N phe,i with the number N
MC
phe,i in the

MC simulation as follows:

Ei = EMC
i × N phe,i

N
MC
phe,i

× FLY, (16)

where EMC
i is the PDE (QE) assumed in the MC simulation,

and FLY is a light yield correction factor common to all pho-
tosensors so that FLY = 1 corresponds to the fact that the
mean value of the PMT QEs is 0.16. This is the value on
the sheet supplied by Hamamatsu Photonics K.K. and is the
same condition as in the MC simulation.

Since the main background source in the calculation of
PDE (QE) is cosmic rays, α-particle events are separated
from cosmic ray events by using a pulse shape discrimi-
nation technique that distinguishes highly ionising particles
(whose waveform has a shorter time component) from min-
imum ionising particles (whose waveform has a longer time
component) based on the relation between the charge and the
amplitude of all PMTs.

The systematic uncertainty in the absolute value of the
PDEs (QEs) estimated with this method is 10%; the main
contributions are the uncertainty in the scintillation light yield
for α-particles (5%) and the uncertainty in the MC simulation
for the effect of reflection at the inner surface of the detector
(5%) [32].
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Fig. 35 Temporal evolution of the average PDE of all MPPCs

Fig. 36 Distribution of MPPC PDEs before and after the annealing in
2022

Figure 35 shows the temporal evolution of the average
PDE of all MPPCs. The average PDE decreased from 0.082 to
0.060 in the 2021 run due to radiation damage. As explained
in Sect. 6.2, full channel annealing was carried out after the
beam time in 2021. The average PDE was increased to 0.154
by the annealing as shown in Fig. 36.

6.4 Position reconstruction and resolution

The first conversion position of the incident γ-ray in the LXe
detector �xγ,LXe is reconstructed from the light distribution
viewed by the MPPCs. The following χ2

pos is minimised:

χ2
pos

(�xγ,LXe
) =

∑

i∈region

[
Npho,i − C × Ωi

(�xγ,LXe
)

σpho,i

]2

,

(17)

σpho,i = Npho,i/
√
Nphe,i , (18)

where Ωi(�xγ,LXe) is the solid angle at position �xγ,LXe sub-
tended by the MPPC, C is a floating parameter of the fit to
convert the solid angle to the number of photons, and σpho,i is
the uncertainty of Npho,i for each MPPC defined in Eq. (18).

The MPPCs in a circular region around the peak position in
the light distribution are used for the fit.

This fit is based on the assumption that the number of pho-
tons detected by each MPPC is proportional to the solid angle
at the interaction point subtended by the MPPC. In reality, the
source of the scintillation photons has a finite size because
an electromagnetic shower forms in a direction that corre-
lates with the direction of the incident γ-ray. Therefore, the
result of the fitting, �xγ,fit = (uγ,fit, vγ,fit, wγ,fit), is biassed
in the direction of the shower evolution. To account for this
effect, two corrections are made based on the MC simula-
tion studies. The first is a correction depending on ufit. The
position is reconstructed further outward when the incident
angle is large (large |u|), and, therefore, a larger correction
is required. The second is a correction for the event-by-event
fluctuation toward the shower evolution which can be esti-
mated from the difference of �xfit reconstructed with different
radii of the circular region.

A systematic error in position reconstruction results
from errors in MPPC positions. To take full advantage of
the improved granularity of the readout, we measured the
MPPCs’ positions using two complementary methods. The
first is a direct optical survey using a 3D laser scanner, which
was carried out at room temperature during the construction
phase. The second is a measurement with a well-aligned col-
limated X-ray beam, which was carried out after the detector
had been installed on site and filled with LXe. The latter
is necessary because thermal contraction and deformation
during LXe filling affect the sensor positions. The methods
and results are described in detail in [34]. The uncertainty of
the first method is ∼ 0.1 mm. The largest uncertainty results
from the reproducibility in the second method. It was checked
by moving and repositioning the LXe detector and the γ-ray
beam and by repeating the optical survey. It resulted to be
0.57 mm in z. The total uncertainties were reduced to below
0.6 mm in z and 0.7 mrad in φ, which are sufficiently small
compared to the position resolution described below. The
global position of the detector is also aligned with the cos-
mic ray events passing through both the LXe detector and
the CDCH, as described in Sect. 4.5.4.

The position resolutions are evaluated by imaging a lead
collimator with γ-rays from the 7Li(p,γ)8Be reaction pro-
duced by a proton beam accelerated by a Cockcroft–Walton
(CW) accelerator [35]. A (240 × 240 × 25) mm3 collima-
tor with eight slits, each 5 mm wide and 80 mm long with
50 mm spacing between the slits, was installed between the
detector and the COBRA magnet in a dedicated run. Fig-
ure 37 shows the two-dimensional position distribution of
the γ-rays that passed through the collimator. The sharpness
of the reconstructed slit images represents the v resolution.
The u-resolution is measured by rotating the collimator by
90◦. The resolutions are estimated by fitting the MC simu-
lation model, which was smeared by the resolution, to the
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Fig. 37 The position distribution of 7Li(p,γ)8Be line events in u–v

plane with the collimator for the v-resolution measurement. The readout
region covers six out of eight slits, which are imaged as horizontal lines

data, resulting in σuγ ,vγ = 2.5 mm (4.0 mm) for w < 2 cm
(> 2 cm) in u and v. The position resolution in w is estimated
to be σwγ = 5.0 mm based on the MC simulation.

6.5 Time reconstruction and resolution

The time of the γ-ray first interaction with LXe is recon-
structed by minimising the following chi-square function:

χ2(tγ,LXe)

=
∑

i

(
tpm,i − tprop,i − twalk,i − toffset,i − tγ,LXe

σpm,i

)2

,

(19)

where tpm,i is a time detected at each sensor calculated from
the waveform data using a constant fraction method to miti-
gate the time walk effect; tprop,i is the travel time of the scin-
tillation light from the reconstructed first interaction point to
each sensor; twalk,i is the effect of the remaining time walk,
and toffset,i is the time offset of each sensor. Photosensors that
have detected Nphe,i > 50 are used in the fit.

The two γ-rays from π0 decay are used to calibrate
twalk,i and toffset,i and evaluate the time resolution. A pre-
shower counter, consisting of a 4 mm thick lead converter
and two plastic plates read out by MPPCs from both ends,
was installed in the CEX run on the opposite side of the
LXe detector across the LH2 target to measure time with
high precision. The pre-shower counter detects one of the
two γ-rays and the detection time tγ,ps is used as a reference
for the hit time of the other γ-ray in the LXe detector. The

Fig. 38 The time difference between the reconstructed γ-ray timing
in LXe detector and that on the pre-shower counter for Eγ = 55 MeV
fitted with a double Gaussian function

parameter twalk,i is obtained as a function of Nphe,i for the
remaining time from the reference time, and a common func-
tion is used for photosensors on the same face of the detector,
while toffset,i is obtained for each channel as a constant offset
remaining after the twalk,i correction.

Since the position of the π0 decay vertex is unknown, the
spread σvertex contributes to the dispersion of the time differ-
ence of the two γ-rays. The time dispersion due to σvertex was
measured with two plastic counters, a pre-shower counter and
another counter of identical structure placed in front of the
LXe detector in a dedicated CEX run.

Figure 38 shows the distribution of tγ,LXe-ps = tγ,LXe −
tγ,ps with the times at the centre of the vertex distribution
converted and corrected for their times of flight. A double
Gaussian function was fitted to the distribution, resulting in
σ core
tγ,LXe-ps

= 98 ps in the core part (95%) and σ tail
tγ,LXe-ps

=
290 ps in the tail part (5%). The time resolution of the
pre-shower counter was assessed by the difference between
the time of the incident γ-ray reconstructed by each plate:
σtγ,ps = 28.2 ± 0.2 ps. The time dispersion due to σvertex is
σtγ,vertex = 68±6 ps. Finally, the time resolution of the LXe
detector is σtγ,LXe = 65 ± 6 ps at Eγ = 55 MeV. The large
uncertainty in σtγ,LXe results from the large statistical uncer-
tainty in σtγ,vertex, due to the instability of the LH2 target in
the 2021 CEX run.

6.6 Energy reconstruction and resolution

The energy of the incident γ-ray, Eγ, is reconstructed by
adding the number of scintillation photons collected by each
photosensor Npho,i and scaling it as

Eγ = S × T (t) × F(u, v, w) × Nsum, (20)

Nsum = NMPPC × k(t) + NPMT, (21)
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NMPPC(PMT) =
∑

i∈MPPC(PMT)

wi (u, v) × Npho,i , (22)

where S is the scaling factor of Nsum to the energy, T (t)
and k(t) are correction functions for the temporal evolution
described in Sect. 6.6.1, F(u, v, w) is a function to correct for
position dependence described in Sect. 6.6.2, and wi (u, v)

is a weight for each photosensor. The weight wi (u, v) is a
product of the photosensor coverage, the dead channel com-
pensation factor (see Sect. 6.2), and the light collection effi-
ciency factor as a function of the reconstructed γ-ray position
(u, v) and the face of the detector.

Pile-up of low-energy γ-rays from μ+ decays affect the
energy reconstruction. To mitigate this effect, pile-up iden-
tification and unfolding algorithms are applied as described
in Sect. 6.7.

6.6.1 Time dependence

The stability of the detector is monitored with the 7Li(p,γ)8

Be reaction (17.6 MeV line), α-particles and cosmic rays.
Figure 39a and b show typical energy spectra for the
7Li(p,γ)8Be reaction and cosmic rays, respectively. The
7Li(p,γ)8Be spectrum shows a clear peak at 17.6 MeV and
a secondary peak at ∼ 14 MeV as expected [36]. For the cos-
mic ray spectrum, event selection based on the reconstructed
position and the ratio of NMPPC to the number of photons
detected on the outer faces is applied. After the selection, the
distribution of energy release follows a Landau distribution
with a broad peak at ∼ 170 MeV.

The temporal evolution of the normalised numbers of
detected photons on the MPPC and PMT surfaces for these
data are shown in Fig. 39c–d. They show common trends for
all calibration sources, but different trends were observed
between MPPCs and PMTs. This difference results from
the LXe purity and the different distances to the α-particle
sources used in the calculation of PDE (QE). The cosmic
ray data are used to correct for the difference as the time-
dependent weights of MPPCs and PMTs k(t) in Eq. (21).

The temporal variation can also be evaluated using the
energy spectrum of the background γ-rays, with an endpoint
energy of 52.83 MeV, measured during the physics run (see
also Sect. 6.7). Figure 39e shows the temporal evolution of
the normalised Nsum for the cosmic rays and the background
γ-rays. A function T (t) to correct for this time dependence
of Nsum is constructed using cosmic rays for a finer structure
of temporal evolution and background γ-rays for a coarser
structure. The estimated accuracy of the temporal evolution
correction is 0.3% from the residual variations of the scales
for the background γ-rays.

Fig. 39 a Energy spectrum of the 7Li(p,γ)8Be line. b Energy spec-
trum of the cosmic ray data. The dotted line shows the raw spectrum
while the solid line shows the spectrum after the cosmic ray event selec-
tion. c and d Temporal variation of the light yield for each calibration
source during 2021 run measured by MPPCs and PMTs, respectively.
The data are normalised to 1 at the beginning of the beam time. e Tem-
poral variation of Nsum. The data are normalised at 1 at the beginning
of physics run

6.6.2 Position dependence

A non-uniform response of the energy scale is visible in
Fig. 40. A three-dimensional correction function F(u, v, w)

was created using the 55 MeV γ-rays of π0 → γγ decays,
the 7Li(p,γ)8Be 17.6 MeV line and the background γ-rays
to smooth the response.

The physics run in 2021 was divided into five periods
based on the intensity of the muon beam, and F(u, v, w) was
calculated for each period. The period-dependent F(u, v, w)

can not only complement the correction for the temporal evo-
lution due to the change in LXe purity but also contribute to
the stability of the energy resolution.

The accuracy of the non-uniformity correction is esti-
mated to be 0.2% by mean of the uncertainty of the three-
dimensional correction factors.
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Fig. 40 Position dependence of the reconstructed 55 MeV γ-rays from
π0 → γγ decays. The red points are the peak energy in slices projected
along uγ, vγ, or wγ

6.6.3 Energy scale

The scale factor S is determined from the peak of the Nsum

distribution for the 55 MeV γ-rays and the energy scale of the
background γ-rays. The uncertainty for the Eγ energy scale
in 2021 is 0.4%, Table 3 reports the breakdown in separate
contributions.

6.6.4 Energy resolution

The energy response was investigated with the quasi-
monochromatic 55 MeV γ-rays. Figure 41 shows the energy
response in a central part of the detector in different w

regions. Asymmetric spectra were observed mainly at w <

2 cm; the low-energy tail originates from γ-rays interacting
in front of the detector fiducial volume and shower leaks
from the incident face. The energy resolution is evaluated by

Table 3 Breakdown of the energy scale uncertainty in 2021

Element Uncertainty (%)

Temporal evolution 0.3

Position dependence 0.2

Non-linearity between 55 MeV and 52.83 MeV 0.1

Total 0.4

Fig. 41 Energy response to 55 MeV γ-rays hitting a central area of the
detector (u ∈ [−10 cm, 10 cm] ∧ v ∈ [−30 cm,−10 cm]) in different
w ranges. The fitting function of Eq. (23) is shown in red

fitting the following function to the data:

f (x) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

A exp

[

−
(
x−μEγ

)2

2σ 2
Eγ

]

(if x > μEγ + τ),

A exp

[
τ
(
τ/2−x+μEγ

)

σ 2
Eγ

]

(if x ≤ μEγ + τ),

(23)

where A, μEγ , σEγ , and τ are the constant, mean, sigma, and
transition parameters in Fig. 41, respectively. The relative
energy resolution is equal to σEγ/μEγ = 2.0% (1.8%) for
w < 2 cm (w > 2 cm).

The expected relative energy resolution for MEG II was
estimated to be 1.0−1.7% based on the difference between
the measured and simulated values in MEG [3] as the rea-
son for the difference was not fully understood. The obtained
resolution of 1.8% for w > 2 cm corresponds to the worst
case where the difference is completely preserved. The rea-
son for this is not entirely clear, but one of the possible causes
is the optical properties of LXe, as discussed in [3], as the
difference was observed in both MEG and MEG II experi-
ments. The hypothesis that the cause of this difference is due
to the PMT behaviour is ruled out since it remains despite the
change from PMTs to MPPCs on the front face in MEG II.
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6.7 Background rejection and efficiency

Pile-up γ-rays at high beam intensities increase the back-
ground events near the signal energy. Therefore, a dedi-
cated analysis is applied to reduce this contamination. Pile-
up events can be identified from the light distribution in the
MPPCs. If the pile-up γ-rays are temporally separated from
the main γ-ray, multiple γ-rays are unfolded in the weighted
sum waveforms of the MPPCs and PMTs by fitting a superpo-
sition of n template pulses, where n is the number of detected
γ-rays. If, on the other hand, the pile-up γ-rays are too close
in time with the main γ-ray to be unfolded, such events are
discarded from the analysis sample. If the reduced chi-square
values of the waveform fitting are large (χ2

PMT/Ndof > 8 or
χ2

MPPC/Ndof > 20), such events are also discarded.
The background Eγ spectra with and without this pile-up

analysis at Rμ = 5 × 107 s−1 are shown in Fig. 42. The back-
ground events with Eγ ∈ [48 MeV, 58 MeV] are reduced
by 35% by the pile-up analysis. The reduction around the
signal energy is apparent. The analysis efficiency for signal
γ-rays after applying this pile-up analysis is estimated to
be (92 ± 2)% at Rμ = 3 × 107 s−1 using a dedicated MC
simulation of signal events with pile-up γ-rays and RMD-
enhanced data tagged by the RDC.

The cosmic ray background events in the signal region
have different depth distributions and MPPC/PMT charge
ratios than the signal events originating from the target.
Using this information, events identified as cosmic rays are
removed. The inefficiency of the signal events due to this cut
is negligible.

The detection efficiency for signal γ-ray is estimated from
the MC simulation εγ = 69% [3]. To check and correct
this MC estimate, we used the π0 → 2γ data. Once the
BGO calorimeter detects an 83 MeV γ-ray, we know that
the other 55 MeV γ-ray is emitted in the opposite direction
(namely, towards the LXe detection). Therefore, by count-
ing the events where the LXe detector detects γ-rays in the
self-triggered BGO events, we can measure the detection
efficiency of the LXe detector at 55 MeV. To account for
the different measurement conditions compared to the stan-
dard physics run, such as the additional material for the LH2

target system, a dedicated MC simulation was performed
for this measurement. The estimated MC efficiency for this
setup is εMC

γ,CEX = 64%, while the efficiency from the data

is εdata
γ,CEX = (61 ± 1)%. This discrepancy has not yet been

resolved and is accounted for in the systematic uncertainty.
The best estimate of the detection efficiency for the signal
γ-rays is εγ = (67 ± 2)%.

The overall efficiency for signal γ-rays is the product of
the detection efficiency and the analysis efficiency εγ =
(62 ± 3)%.

Fig. 42 Background Eγ spectra with (red) and without (black) pile-
up analysis at Rμ = 5 × 107 s−1 in log scale (top) and in linear scale
(bottom). The drop below ∼ 47 MeV is a trigger threshold effect (see
Sect. 8.4.1). The blue solid curve in the top panel is the best fit to the
spectrum with pile-up analysis, resulting from the sum of the spectrum
obtained with a dedicated MC simulation smeared for the worse reso-
lution in the data (green dashed) and the measured cosmic ray spectrum
(magenta dashed). The expected spectrum for the signal γ-rays, arbi-
trarily normalised to 50 000 events in Eγ ∈ [48 MeV, 58 MeV], is also
superimposed (grey shaded)

7 Radiative decay counter

One of the main sources of high-energy γ-rays are the RMD
(μ+ → e+νν̄γ) events. If one of these events coincides
in time with a high-energy positron from a Michel decay of
another muon, it can become an accidental background event.
The RDC is a new subdetector introduced in the MEG II
experiment to identify such high-energy γ-rays by detecting
the low-energy positrons emitted in the same RMD. When an
RMD emits a γ-ray with an energy above 48 MeV, the energy
of a large fraction (∼ 66%) of the accompanying positrons
falls in the 1 to 5 MeV range. The trajectories of these low-
energy positrons in the COBRA magnetic field have too small
radii to be detected by CDCH or pTC. Therefore, dedicated
positron detectors located close to the beam axis are required.
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Fig. 43 The downstream RDC

Time-coincidence measurement can be used to identify
the accidental background events with RMD γ-rays, but
standard Michel positrons happen to hit accidentally the
RDC; they usually have higher energies than RMD positrons.
Hence, measurement of positron energy is an additional
effective tool to select efficiently the RMD positrons.

In 2017, an RDC was installed at the downstream beamline
(Downstream-RDC, DS-RDC). It measures both energy and
timing. An additional RDC that measures timing only is cur-
rently being developed for installation upstream (Upstream-
RDC, US-RDC).

7.1 Downstream RDC

The DS-RDC is located 142 cm downstream of the target on
the beam axis. It consists of 76 LYSO crystals for energy
measurement, arranged in an octagonal plane, and 12 plastic
scintillator bars (PSs) for timing measurement, arranged in
front of the crystals in a plane covering the same area. The
size of each LYSO crystal is (2 × 2 × 2) cm3. Each crystal
is covered with a 65µm thick reflective sheet (ESR, 3M) to
increase efficiency of the light collection. One MPPC with
pixel size of 25µm (S125720-25, Hamamatsu Photonics) is
attached to each LYSO crystal with a spring. Six 1 cm wide
PS bars are used in the central region; two MPPCs are glued

on each side of each bar with optical cement. The other six PS
bars located in the outer regions are 2 cm wide with varying
lengths; three MPPCs are glued on each side. The MPPCs
on the same side of each bar are connected in series and their
signals are read out by one channel.

The detector is supported by a movable arm with a pneu-
matic cylinder so that it can be moved out of the beam axis to
insert the beamline for the proton beam from the CW acceler-
ator and the Li target to calibrate the LXe detector. Figure 43
shows the DS-RDC and the moving arm system. The posi-
tion of the DS-RDC is monitored by physical switches. To
avoid collisions with the CW beamline, the two systems are
software-locked so that one cannot be deployed while the
other is installed.

7.1.1 Operation of the downstream RDC

The DS-RDC is expected to be on the beam axis (measure-
ment position) during the physics run, but this was not always
the case as the interlock system was not yet fully functional.
In 2021(2022) the DS-RDC was in the measurement position
for 74% (89%) of the physics run.

Figure 44 shows the distributions of hit rates of PSs
and crystals at Rμ = 3 × 107 s−1 in 2021. As expected,

Fig. 44 Hit rate distributions of PSs (a) and crystals (b) at Rμ =
3 × 107 s−1 in 2021. The axes are the DS-RDC local coordinates defined
by a rotation of 83◦ around the beam axis
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the distributions peak near the centre. The shift of the
peak from the centre is due to the off-centre beam posi-
tion on the target shown in Fig. 16. The total hit rates
in the DS-RDC are 4.3 MHz, 5.5 MHz, and 6.5 MHz at
Rμ = 3, 4, and 5 × 107 s−1, respectively. The ratios of the
overall hit rates to Rμ are independent of Rμ and are always
0.13−0.14. Therefore, the DS-RDC serves as a real-time
diagnostic tool for the beam using the hit rate and distribu-
tion.

The energy deposition in each LYSO crystal is recon-
structed as

Ei,LYSO = Ai × Qi,LYSO (i = 0, 1, . . . , 75), (24)

where Qi,LYSO is the integrated charge of the LYSO signal
for a 250 ns window and Ai is an energy scale factor for each
crystal. The factor Ai was calibrated before the start of the
physics run using the 597 keV (88 + 202 + 307 keV) γ-ray
emission following the β-decay of 176Lu, which is naturally
present in LYSO crystals (self-luminescence).

Figure 45 shows an example of the charge distribution
obtained by self-luminescence. The following function is fit-
ted to the main peak to obtain Ai :
∫

G
(
x/Ai − E, E × σE + σ 2

noise

)
× D (E) dE, (25)

G (x, σ ) = exp
(
−x2/σ 2

)
, (26)

D (x) =
6∑

j=0

p j × β
(
x/Ai − E j

)
, (27)

β (x) = C (Q − x)2
(
x + mec

2
) √

x2 + 2xmec2, (28)

where E0−6 are the energies of the LYSO self-luminescence
γ-ray peaks, p0−6 are the fitting parameters representing the
amplitudes of the γ-ray peaks, C is a constant, Q = 596 keV
is the Q-value of the 176Lu β-decay, and mec2 is the rest
energy of the electron.

7.1.2 Performance

Typical waveforms of the DS-RDC are shown in Fig. 46.
Due to the high hit rate, several positrons can hit the DS-
RDC in one time window; in this example, two pulses are
visible in the PSs and four in the LYSO crystals. First, the
signal from each PS is analysed to detect hits and to mea-
sure their times te+,RDC. The time response of the PSs is fast
enough to reconstruct such pile-up hits separately. The time
resolution is σte+,RDC

< 90 ps for all bars measured using a
90Sr source in laboratory tests [3]. Then, the signals of the
LYSO crystals, whose decay time constant is approximately
50 ns, are analysed for each hit found in the PSs. The integra-
tion window is defined by te+,RDC, and the energy for the hit,

Fig. 45 Charge spectrum for the LYSO self-luminescence and fit result
with Eq. (25) (red curve)

Fig. 46 Typical waveforms of the PSs (top) and the LYSO crystals
(bottom)

Ee+,RDC, is reconstructed as the sum of Ei,LYSO. The energy
resolution was estimated to be σEe+,RDC

= (7.5 ± 0.3)% at
1 MeV by fitting the spectrum of self-luminescence and the
1.836 MeV peak of a 88Y source. For ∼ 17% of the events at
Rμ = 3 × 107 s−1, Ee+,RDC is not reconstructed due to pile-
up in LYSO. These events are flagged and treated separately
in the following analysis.

The RDC is not used as a veto counter but serves as
an additional discriminant in the likelihood analysis for the
μ+ → e+γ search (see Sect. 10). The following two observ-
ables are used as discriminating variables between signal and
background: the time difference between DS-RDC and the
LXe detector, te+,RDC − tγ,LXe, and Ee+,RDC. If multiple
hits are reconstructed in one event, the hit with the small-
est |te+,RDC − tγ,LXe| is selected. Since the distributions for
the RMD observables are correlated with the Eγ measured
by the LXe detector, the three-dimensional distribution in
(te+,RDC − tγ,LXe, Ee+,RDC, Eγ) for the signal and the back-
ground is evaluated and used in the likelihood function.
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Fig. 47 Distributions of time difference between positrons detected
in DS-RDC and γ-rays detected in the LXe detector with Eγ ∈
[48 MeV, 58 MeV]

Figure 47 shows the measured distribution for te+,RDC −
tγ,LXe. The peak around 0 ns is due to RMD events while the
flat distribution below it is due to accidental hits. The peak
timing value was stable within 14 ps throughout the 2021
physics run.

To show that the peak is indeed due to RMD events and
to highlight the effect of energy measurement, the distri-
butions in different Ee+,RDC regions are also shown. As
expected, the number of RMD events is larger for events with
Ee+,RDC < 5 MeV. While the time distribution of the acci-
dental hits without the Ee+,RDC cut is flat, we see a left to right
asymmetry in the plots with Ee+,RDC cut. This is because
the energy reconstruction is biased by a pile-up hit associ-
ated with a γ from RMD; namely hits in the region close to
the peak are likely to have a pile-up hit after (before) them,
which results in an asymmetric energy bias around the peak
region. In the signal events, such an effect is not expected
because RDC hits are only accidental. Since pile-up hits with
the time difference larger than 40 ns do not bias (or have a
negligible impact) the energy reconstruction, such region is
used to emulate the RDC response in the signal events. The
region with te+,RDC − tγ,LXe ∈ [−8 ns, 8 ns] is defined as
“on-timing” and te+,RDC − tγ,LXe ∈ [−60 ns,−50 ns] as
“off-timing” events.

The Ee+,RDC distributions are shown separately in Fig. 48
for the on-timing and off-timing events.

Since the probability of getting a DS-RDC hit from the
μ+ → e+γ decay is very low (< 0.3%), the hits for the sig-
nal events are dominated by the accidental hits. Therefore, the
distribution for the off-timing events represents the distribu-
tion for the μ+ → e+γ signal events, while the distribution

Fig. 48 Energy spectra in the LYSO crystals for on-timing (red) and
off-timing (blue) events

for the accidental background consists of a combination of
the on-timing and off-timing distributions.

The fraction of accidental background events tagged by
the DS-RDC (tagged RMD fraction) clearly indicates the DS-
RDC’s performance. It is the product of the fraction of the
γ-rays from RMDs to total background γ-rays, the fraction
of positrons emitted downstream, the fraction of time with
DS-RDC at the measurement position in the physics run,
and the detection efficiency of DS-RDS, and is calculated by
the ratio of the number of on-timing events, subtracting off-
timing events, to the total number of events in the μ+ → e+γ

trigger data set.
The result for the 2021 data is shown in Fig. 49 as a func-

tion of Eγ; the average fraction is (14.1 ± 0.2)%, while the
expected fraction is 20%. The breakdown of this fraction can
be found in Table 4. The discrepancy between the measured
and the expected fraction is listed as an unknown contribu-
tion. Even though this discrepancy itself does not become
a systematic uncertainty in the μ+ → e+γ search since
the measured fraction is used, we are trying to understand
and improve it for the future analysis. One of the possible
causes is that more background γ-rays come from positron
annihilation-in-flight events, leading to a reduction in the
RMD fraction. The small fraction of the period in the mea-
surement position is due to problems with the interlock sys-
tem and would be close to 1 in the following years.

The detection efficiency of DS-RDC versus Eγ derived
from MC simulations is shown in Fig. 50. The efficiency
decreases at higher Eγ because the higher Eγ is, the lower
the energy of the e+ from the RMD is. At very low energy the
e+s may go undetected because they stop in the gas or in the
inactive material of DS-RDC, or their energy deposition is
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Fig. 49 Tagged RMD fraction as a function of Eγ. See the text for the
definition

Table 4 Breakdown of the efficiencies for the tagged RMD fraction
for Eγ > 48 MeV in 2021

RMD fraction 0.70

Emission to downstream 0.48

Period in measurement position 0.73

Detection efficiency 0.82

Unknown contribution 0.70

Fig. 50 Detection efficiency of DS-RDC as a function of Eγ evaluated
with a MC simulation. The efficiency is defined as the ratio of the
number of RMD events with a hit in DS-RDC to the number of RMD
events in which the positrons are emitted downstream [37]

too low. The plateau below ∼ 48 MeV is due to the geometric
acceptance (88%).

The decreasing trend of the tagged RMD fraction with
Eγ is not only due to the Eγ dependence of the detec-
tion efficiency but also to the Eγ dependence of the frac-
tion of γ-rays originating from RMDs. The γ-rays from

Fig. 51 Fraction of high-energy γ-ray sources from a MC simulation:
RMD in blue and positron annihilation-in-flight in red [37]

positron annihilation-in-flight become dominant at higher
Eγ as shown in Fig. 51. This energy dependence is also
the cause of the correlation between Eγ and the DS-RDC
observables.

DS-RDC is estimated to improve sensitivity by (7 ± 1)%,
based on the performance in 2021, under the assumption that
the DS-RDC is always at the measurement position during
the physics run. This value is significantly lower than the 15%
value given in [3]. The main cause is that the correlation with
Eγ was not properly considered.

7.2 Upstream RDC

Since the upstream RDC will be installed in the path of the
muon beam, it must have a low material budget and a high rate
capability, as well as good efficiency and timing resolution.
Only the timing can be detected by the US-RDC to meet
the requirement of low material budget. For the US-RDC a
resistive plate chamber based on diamond-like carbon (DLC)
electrodes is under development [38,39]. The DLC deposited
on 50µm thick polyimide foils makes the material budget
low enough (0.1% X0). A prototype of the detector with a size
of (2×2) cm2 was built and tested with the muon beam. The
results were promising and met the demanding requirements.
Currently, the detector design for a larger detector size is
being investigated.
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Table 5 Breakdown of detector channels connected to the MEG II
WaveDAQ system

Detector Channel type # channels MEG

LXe det. inner face MPPC 4092 216(PMT)

LXe det. PMT 668 630

pTC SiPM 1024 60

CDCH Differential 2432 1728

Frontend

Others Various 57 ≈ 50

Total 8591 2639

8 Trigger and data acquisition

8.1 Concepts and design

The experiment trigger and data acquisition system evolved
from the experience obtained while operating the MEG trig-
ger [40] and data acquisition system, which exploited the
DRS4 chip [41].

The MEG II detector’s granularity requires a number of
channels approximately four times larger than in the MEG
detector. The breakdown of channels in the MEG II exper-
iment is reported in Table 5. Such an increase in num-
ber of channels was possible only by merging the previ-
ously separated trigger and data acquisition branches into
the WaveDAQ system [42].

WaveDAQ is a highly integrated custom trigger and data
acquisition system designed to fulfil the MEG II requirements
in terms of detector resolution and background suppression,
both at the offline and online stages. The final system con-
sists of 35 crates, each containing up to 16 WaveDREAM
modules. The WaveDREAM is a fully contained 16-channel
data acquisition platform that employs two DRS4 chips to
digitise the analogue signal at sampling speed in the range
0.8−5 GSPS

To preserve the timing characteristics of the detector sig-
nals, the input channels are designed with a programmable
gain stage in the range 0.25−100 with an analogue band-
width up to 800 MHz capable of providing the bias voltage
needed by SiPMs.

When an event of interest is identified, the analogue wave-
form amplitudes are readout by an external analogue to digi-
tal converter and transmitted to a dedicated Data Concentra-
tor Board (DCB) that sends the digitised waveforms over the
Ethernet network to the readout computer.

The trigger decision is generated by a group of dedicated
FPGA Trigger Concentrator Boards (TCBs) arranged in a
tree layer structure, which must generate the decision in
∼ 600 ns, because of constraints on DRS4 buffer length when
operating at 1.4 GSPS.

8.2 Installation and commissioning

Due to budget constraints, the WaveDREAM system was
commissioned using a multi-stage approach [43]. In 2015,
we conducted an engineering run in which half of the pTC
detector was tested with the PSI muon beam to check the reli-
ability of a WaveDAQ crate. From 2016 to 2020, we increased
the number of available DAQ crates from four to nine, includ-
ing partial readouts for LXe and CDCH, as well as some of
the auxiliary channels.

Furthermore, we installed two specialised WaveDAQ
crates in our setup. One crate serves as a trigger concentration
unit, while the other crate serves as a central hub for distribut-
ing critical system control signals, including triggers, clocks,
and synchronisation signals.

Throughout each stage of the commissioning process, we
carefully checked and developed the following items:

– The electronics noise for all detectors and readout
schemes, including single-ended and low front-end ampli-
fication (1−5) for LXe, single-ended and high front-
end amplification (50−100) for pTC, and differential for
CDCH.

– The clock distribution and system synchronisation.
– Basic trigger algorithms for all detectors.
– The Ethernet readout infrastructure and software readout

code.

The full system was installed and commissioned in March
2021, ready for the first DAQ campaign, which started in May
of the same year. Figure 52 shows a panoramic view of the
system.

8.3 Data acquisition design and performance

The DAQ operates in push-mode, meaning that when it
receives a trigger signal, all boards prepare the data to be
fetched by the DCBs and then delivered to the DAQ server
via an Ethernet connection. To maximise data transmission
rates, the UDP protocol is adopted over TCP, since it is not
connection-based. However, a drawback of UDP is that lost
packets are possible, resulting in incomplete event reception
and, therefore, DAQ inefficiency.

The typical trigger rate during physics runs ranges from
10 to 30 Hz, depending on trigger thresholds and beam rate.
Given that each waveform is approximately ∼ 1.5 kB and the
number of WDB boards in the system, a 10 Gbit s−1 connec-
tion between the WaveDAQ and the DAQ server is necessary.

To accommodate the substantial data rate produced by
the system, a private network has been installed and man-
aged in terms of Dynamic Host Configuration Protocol
(DCHP) and Domain Name System (DNS) servers by the
DAQ server, independent of the laboratory network. The 35
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Fig. 52 Panoramic view of the full TDAQ system installed in the PiE5 area. The DAQ crates filled with WaveDREAM boards have the blue LED
shining, the trigger and clock distribution crates fully cabled are at the centre of the picture

WaveDAQ crates are distributed among six racks, each of
which has a Top-of-Rack switch (MikroTik CRS354-48G-
4S+2Q+RM [44]) to gather the data from all the DCBs in
the rack and forward them out of the experimental area to
the aggregation switch (MikroTik CRS326-24S+2Q+RM).
Since the DCB link is at 1 Gbit s−1 and the maximum num-
ber of DCBs hosted in a rack is eight, we designed the down-
stream connection using two 10 Gbit s−1 lanes to avoid bot-
tlenecks at this stage.

The aggregation switch collects packets from the six Top-
of-Rack switches and provides a 10 Gbit s−1 connection to
the DAQ server, which defines the maximum DAQ rate to be
approximately 50 Hz in line with requirements.

The DAQ server and the DAQ software process up to
1 × 106 packets per second, build events, apply DRS chip
calibrations, and write events to disk continuously and with-
out loss. A multi-threaded software has been designed with
four independent processing steps:

Collector: collects all the packets from the kernel and
stores them in a local buffer.

Builder: fetches fragments of events and merges all the
packets belonging to the same event and the
same board. A built event is then passed to
the next buffer.

Worker: applies DRS voltage calibrations to all the
waveforms in built events.

Data handler: writes the events to disk after applying data
reduction algorithms, described in Sect. 8.3.1.

Each of the steps can be parallelised as needed; in total, we
use 32 threads.

8.3.1 Data reduction

A full MEG II event is as large as 16 MB, which is a huge
value. The event size can be substantially reduced without
deteriorating the experiment’s performance by applying data
reduction schemes that are tailored to each detector. The
methods implemented at the data handler stage are:

1. Waveform re-binning: merge the waveform bins in
groups of 2n (n = 1,2,3,4,5).

2. Region of interest (ROI): slice the waveform in a prede-
fined window around the trigger time.

3. Zero suppression: discard waveform without pulses.

For the LXe detector, re-binning is widely used; wave-
forms are retained at the nominal frequency in a region
around the signal edges large enough to preserve their time
reconstruction, while other bins are re-binned, with a fac-
tor ranging from 8 to 32 dependent on the pulse height. An
example of a re-binned waveform is in Fig. 53. Waveforms
with very small or no pulses are fully re-binned with a re-bin
factor of 8 also in the signal region.

The pTC detector is highly segmented with a very good
signal-to-noise separation, large enough to safely apply zero
suppression. As a result, the size of pTC events is negligible,
since only a small fraction of pTC counters is hit by a positron
in each event. ROI cuts are also applied.

The same approach cannot be used for the CDCH because
the signal-to-noise separation is not at the same level, so all
waveforms are written to disk re-binned by a factor of ten,
since this has no impact on reconstructed tracks. A limited
ROI cut of 10% of the full range is also applied at the begin-
ning and end of the waveforms.
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Fig. 53 Example of a re-binned LXe waveform, here the re-bin factor
is 16. In red the recovered waveform by smoothing the raw data with a
moving average

The overall event size reduction is a factor ≈ 10.

8.3.2 Performance

Performance-wise, the infrastructure that was built and com-
missioned during the early stages of data collection guaran-
tees an efficiency of over 99% for trigger rates up to 35 Hz,
corresponding to a traffic rate on the private network of about
8 Gbit s−1. However, some inefficiency is observed above
this threshold.

In the case of detector calibration runs, in which only a
subsample of signals are required, we can run the system at
the current maximum DCB rate of about 52 Hz. This is crucial
to reduce the detector calibration time to the minimum and
increase the sample of physics data.

Additional improvements are under study to increase the
network rate up to 10 Gbit s−1 and the DCB connection
speed, which is not at the design value of 1 Gbit s−1 yet.

8.4 Trigger capabilities

The WaveDAQ system supports up to 64 independent trigger
lines, each with its own prescaling factor, to allow the correct
mixing of various conditions in the same data set. The trigger
lines are identified by a number, which is also used as a prior-
ity order if multiple conditions are matched simultaneously.
This is relevant when triggers with reduced bias are mixed
with the physics trigger for offline studies. The remaining
triggers are dedicated to collecting detector-specific calibra-
tion data.

8.4.1 μ+ → e+γ trigger

The μ+ → e+γ trigger is based on the simultaneous pres-
ence of the following three conditions:

γ-ray energy The weighted sum of all photosensors in
the LXe detector is above the threshold.

Time coincidence The time difference Te+γ between the
group of MPPC closest to the γ-ray con-

Fig. 54 (Top) Offline-computed γ-ray energy spectra with different
thresholds; (bottom) efficiency function obtained from their ratio. The
fit yields an online Gaussian resolution of ∼ 4%

version and the positron hit on the tim-
ing counter is within a programmable time
window.

Direction match The γ-ray conversion point in the LXe
detector and the impact position of the
positron in the pTC are compatible with
a two-body muon decay at rest from the
target.

Three dedicated triggers, each with one of the conditions
relaxed, are recorded during the physics run with a large
enough prescaling not to dominate the throughput.

By comparing the distribution of offline-reconstructed
observables, which are expected to have better resolutions
than online-computed ones, it is possible to evaluate the effect
of the online selection: in Fig. 54, the γ-ray energy spectra are
reported. To extract the trigger selection resolution, their ratio
is fitted with an integrated Gaussian function, also known as
the Gauss error function. The measured resolution is ∼ 4%.

The γ-ray energy efficiency, εEγ , is estimated by multi-
plying the integrated Gaussian function of Fig. 54 with the
expected response to a 52.83 MeV γ-ray, estimated by scal-
ing the fits of Fig. 41. The current estimate is εEγ = 96%,
limited by the sub optimal response in terms of uniformity
over the inner face of the LXe detector. The online calibration
has been improved in the next runs.

Figure 55 shows the time selection window Te+γ, which
varies depending on the γ-ray conversion depth, denoted as w

and defined in Sect. 6.1. It is evident that the trigger selection
window exhibits a noticeable dependence on this parameter.
The cause of this behaviour was identified as a significant
time walk effect in the time measurement performed by the
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Fig. 55 Time distance distribution for γ-ray–positron pairs Te+γ as
function of the γ-ray conversion depth w as defined in Sect. 6.1

MPPC detectors. Because these detectors have a rise time
of a few nanoseconds, the effect is considerably larger than
the expectation based on MC studies. While we achieve full
efficiency for shallow events, the efficiency is significantly
reduced when the conversion occurs at w >10 cm. We eval-
uated the efficiency in slices of w and then averaged over its
distribution, the resulting value is εTe+γ

= 94%. This was
improved from the 2022 run, as described in Sect. 8.4.1.1.

The efficiency of direction match εDM can only be mea-
sured indirectly, using an unbiased set of positron tracks with
pe+ > 52 MeV/c, since there is no physics source for back-
to-back events. An artificial set of such events is generated
by back-propagating the positron track from the target in the
LXe detector; the actual positron hit point in the pTC is then
paired with the estimated hit point of the γ-ray. The efficiency
is determined by comparing the pTC–LXe hit positions of
each event with the table in use in the trigger firmware, which
is built on MC simulations, to have εDM = 88.5%.

The non-optimal efficiency εDM obtained on 2021 data
is attributed to a small offset in the beam positioning at the
COBRA centre and low statistics for double-turn tracks in the
MC used to produce the firmware. A new production based
on latest results is under study for the incoming runs.

The μ+ → e+γ trigger efficiency is the product of the
efficiencies of the three observables involved:

εTRG = εEγ × εTe+γ
× εDM ≈ (80 ± 1)%. (29)

This number was measured at Rμ = 3 × 107 s−1, at higher
rates the trigger efficiency is degraded by 2% at most due to
tighter trigger thresholds, in particular the Te+γ cut.

Improvements since 2022 The γ-ray conversion time algo-
rithm was improved during the 2022 run. Instead of using the
group of MPPCs closest to the γ-ray conversion point, the

signal from the first PMT in the LXe detector’s back face
is used. This modification was made because PMTs have a
faster response time compared to MPPCs. As a result, we
achieved a more precise measurement of Te+γ, leading, as
expected, to an improvement in εTe+γ

.
Similarly an improved LXe detector calibration at trigger

level returns a more uniform response over the entrance face;
therefore εEγ is expected to improve.

With the finalisation of the positron reconstruction algo-
rithm and the availability of a large sample of reconstructed
positron tracks, we aim to investigate how to extend the direc-
tion match table to increase εDM.

8.4.2 Calibration and other triggers

In experiments such as MEG II, where a tiny signal needs
to be detected in a harsh background, a complete and com-
plementary set of calibration methods is deployed, most of
which are accompanied by dedicated trigger logic. The auxil-
iary crate, a dedicated WaveDAQ unit, collects all the signals
from the calibration devices.

Among the various calibrations, the LXe detector cali-
bration is the most challenging. A detailed description is
available in Sects. 6.3 and 6.6.4. About 10 trigger lines are
dedicated to this task. The energy scale calibration relies on
the collection of γ-rays of known energies in the detector in
the range 9 to 130 MeV. A γ-ray is triggered by a threshold
on the estimated energy deposit, which, in some cases, is in
coincidence with an auxiliary device: the neutron generator
for the 9 MeV events and the BGO calorimeter for the CEX
campaign.

Figure 56 shows the energy spectrum of the 55 and 83 MeV
lines as reconstructed by the trigger logic. The line fit returns
the online energy resolution at the signal energy. The sensor
gains of the LXe detector are calibrated using a set of LEDs
flashing at well-known intensities. The LED drivers are con-
nected to the WaveDAQ system and provide TTL signals in
time with the LED light emission.

The QEs of the PMTs and the PDEs of the MPPCs are
measured by comparing the light measured from the decay
of α-particles submerged in the LXe detector with MC sim-
ulations. These events are selected using a pulse shape dis-
crimination logic, already used in the MEG experiment and
described in [45]. A revised version of the trigger logic is
implemented in the MEG II experiment using the signals
gathered from all the outer face PMTs.

The pTC is calibrated daily using the laser-based system
to monitor the counter time offsets. A dedicated trigger line
is used, and the laser pulse generator provides a signal syn-
chronous with the laser pulse, which is connected to a ded-
icated WaveDAQ input channel and used as a trigger. The
calibration results are shown in Fig. 27.
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Fig. 56 CEX online γ-ray spectrum as reconstructed by online trig-
ger processing. The two peaks at 55 and 83 MeV are clearly visible,
the CEX configuration is described in Sect. 6.2. Being monochromatic
lines, the online resolution here can be measured without relying on
offline processing. The function used in the fit is the sum of two response
functions as in Eq. (23) for the two energy lines plus a flat background.
The online resolution at 55 MeV is 3.1%

9 Computing

Significant offline computing resources are required to store
the data on disk, process them, produce MC simulation sam-
ples, and provide the analysis platform to individual users.
The MEG II offline computing system is based on an on-
premise high-performance computing (HPC) cluster, oper-
ated by the Science IT Infrastructure and Services Depart-
ment of PSI. It consists of login nodes, computing nodes
with 320 CPU cores for batch jobs, and storage servers with
a capacity of 2 PB. Two types of storage architectures are
used: one based on IBM Spectrum Scale (known as GPFS)
with a capacity of 1.1 PB, used as main storage for inten-
sive I/O activities; the other based on the standard NAS sys-
tem. All nodes and storage are connected via the InfiniBand
(EDR 100 Gbit s−1) network to ensure high throughput and
low latency. The batch jobs are managed by Slurm [46]. The
availability of the system was 98% (or 99.8% during the DAQ
period) in 2022. Additional ∼ 500 CPU cores are available
for offline processing using a general-purpose HPC cluster
at PSI.

The data rate during 2022 was 180 MB s−1 at Rμ =
5 × 107 s−1. The raw data in the MIDAS file format [47]
are transferred from the DAQ machine to the offline cluster
over a 10 Gbit s−1 local area network and then compressed
with the bzip2 algorithm to reduce the size by a factor of 3.
The compressed raw data are stored on the disk for offline
analysis and, in parallel, sent to a tape-based archive sys-
tem at Swiss National Supercomputing Centre (CSCS) in
Lugano over a dedicated 100 Gbit s−1 network between PSI

and CSCS. The raw data, as well as the processed data sets
used for publications of physics results, will be preserved
and published there.

The total raw data in 2022 amounts to 420 TB. After
the first reconstruction phase, followed by a pre-selection
of events, the raw data are deleted from the disk.

The MEG II software suite consists of several programs
for simulation and analysis: a MC program for event gen-
eration, particle tracking and detector simulation; a program
for simulation of event mixing and readout electronics, a pro-
gram for reconstruction and a program for statistical analysis.
The overall structure is similar to that of the MEG experi-
ment [48], while the MC program was renewed with Geant4
[49,50]. All the programs are based on ROME [51], a frame-
work generator, and are written in C++17. The file format
in ROOT [52] is used throughout for I/O, while the recon-
struction program can also read the (compressed) MIDAS
files.

The framework relies heavily on packages that are widely
used in the high-energy physics community, such as Geant4,
ROOT and GENFIT, while it can also easily integrate external
C++ packages. In order to implement deep-learning-based
algorithms, the reconstruction program supports the applica-
tion of models in the ONNX format [53] by means of ONNX
Runtime C++ API [54]. Therefore, users can build and train
models in their preferred machine-learning framework and
environment while maintaining the single common interface
in the reconstruction program. On the other hand, this frame-
work limits the processors available in the inference stage to
CPUs.

The analysis environment is also provided as a container
for Docker [55] and Apptainer [56] so that the analysis can be
performed seamlessly in other systems, e.g. in a local cluster
in other institutes or even on a personal laptop.

The average time to simulate a signal event is 37 s using
a single processor core, with 80% of the time spent in track-
ing scintillation photons in LXe. The average time to recon-
struct an event at Rμ = 5 × 107 s−1 is 50 s with the current
reconstruction algorithms; the largest contribution (64%)

comes from track-finding in CDCH at high occupancy. All
the physics data in 2022 can be processed in ∼ 60 days with
500 cores in parallel.

10 Sensitivity

A confidence interval for the branching ratio B of the μ+ →
e+γ decay is extracted with a likelihood analysis over six
or seven variables that have discriminating power for the
signal versus the background: the positron energy Ee+ and
the γ-ray energy Eγ (both of which have a peak value at ∼
52.83 MeV for signal events); the relative angle Θe+γ or two
independent projections thereof, θe+γ and φe+γ, as defined
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Fig. 57 Expected MEG II upper limit sensitivity (90% CL) (black
curve) and 3σ discovery potential (blue curve) versus DAQ time, com-
pared with MEG upper limit sensitivity (90% CL) and measured upper
limit (90% CL) [2]. The points mark the sensitivity for the past years
and the estimation for the current one. See text for details

in [2]; the relative time te+γ (which is expected to have a peak
value at zero); two quantities that exploit the RDC: the RDC
energy deposit Ee+ , RDC and the relative time te+,RDC −
tγ,LXe (whose distributions are different for events caused
by RMDs and accidental RDC–LXe coincidences that can
also occur for signal events). The interval (or upper limit
if the lower limit includes zero) for B(μ+ → e+γ) with a
confidence level (CL) of 90% is extracted using a frequentist
approach that also takes systematic uncertainties into account
as described in [2].

The probability density functions (PDFs) for the acciden-
tal background used to construct the likelihood function are
extracted from the side-bands of an analysis region defined
by Eγ ∈ [48 MeV, 58 MeV] and te+γ ∈ [−500 ps, 500 ps].
The PDFs for the signal and RMD are obtained by convolving
the expected distributions with resolution functions extracted
from the data, with minor MC-based corrections.

Two different analysis strategies are adopted. In one, res-
olution functions of some of the variables that change from
event to event are assigned on the event-by-event basis (e.g.
based on the uncertainties in the positron kinematic variables
that can be estimated from the track fit, or the reconstructed
position of the γ-ray conversion point in the LXe detector).

In the other, the events are divided into several categories,
depending on the quality of the reconstruction, and different
PDF sets are extracted for each category. The first approach
allows maximising statistical sensitivity, while the second
approach is less prone to systematic uncertainties.

The sensitivity of the experiment reflects the resolution
functions and the efficiencies. Table 6 summarises the main
results discussed in the previous sections, compared to the
predictions from [3,57]. Average values are given here,
although event-by-event PDFs are used in the likelihood anal-
ysis. If the resolution function is described by a sum of Gaus-
sian PDFs, the width of the principal component (core res-
olution) is given. For positron observables, the typical core
fraction is 90%. For Eγ, the main deviation from Gaussian-
ity is the long tail at low energy. The positron resolutions are
evaluated at Rμ = 4 × 107 s−1, while a 5−7% deterioration
is observed from Rμ = 3 × 107 s−1 to 5 × 107 s−1.

The signal PDFs take into account the correlations of φe+
with Ee+ and θe+ , which translate into correlations of φe+γ

with Ee+ and θe+γ. Since the true values of Ee+ and θe+γ

for the signal events are known, it is possible to correct φe+γ

event-by-event (or, in other words, to account for the correla-
tion event-by-event in the PDFs as in [2]). For this reason, the
effective statistical error on φe+ that determines the φe+γ res-
olution is lower than the global φe+ resolution. In the table we
quote this effective statistical error and since it also depends
on φe+ itself, we quote the value at φe+ = 0 to allow consis-
tent comparison with the numbers quoted in previous papers,
where the same convention was used.

The te+γ resolution was evaluated from the peak in the
te+γ distribution due to the coincident RMD events, with
taking into account the Eγ- and Ee+-dependence of the time
resolutions. The result is consistent with the combination of
the resolutions measured for γ-ray and e+ individually.

Simulated pseudo-experiments are used to evaluate the
sensitivity of the experimentS90, defined as the median value
of the distribution of the 90% CL upper limits resulting from
the likelihood analysis for a null signal hypothesis. Simulated
pseudo-experiments are also used to evaluate the 3σ discov-
ery at 90% power. Figure 57 shows the projected sensitivity
and the projected discovery limit versus the DAQ lifetime
assuming that the resolutions in Table 6 remain stable in the
coming years and that the analysis remains the same as today.
Systematic uncertainties, which are expected to give a minor
contribution, are not included.

The prediction reflects the current status and knowledge
of the detector, and the quality of the current data analy-
sis. The evolution of the detector behaviour, the continu-
ous improvement of the reconstruction algorithms and the
increasingly better understanding of the systematic uncer-
tainties will determine the final sensitivity of the experiment.
Nevertheless, we are confident that the design sensitivity of
S90 = 6 × 10−14 will be achieved by the end of 2026.
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Table 6 Resolutions (Gaussian
σ) and efficiencies measured at
Rμ = 4 × 107 s−1, compared
with the predictions from [3,57]

Resolutions Foreseen Achieved

Ee+ (keV) 100 89

φe+ a, θe+ (mrad) 3.7/6.7 4.1/7.2

ye+ , ze+ (mm) 0.7/1.6 0.74/2.0

Eγ(%) (w< 2 cm)/(w> 2 cm) 1.7/1.7 2.0/1.8

uγ, vγ, wγ (mm) 2.4/2.4/5.0 2.5/2.5/5.0

te+γ (ps) 70 78

Efficiency (%)

εγ 69 62

εe+ 65 67

εTRG ≈99 80

aAt φe+ = 0 with correlation taken into account. See text for the details

11 Conclusions

We have presented a detailed overview of the operation of
all components of the MEG II detector during the engineer-
ing runs in the years 2016–2020 and in the physics run in
the years 2021–2022. We found several problems, to name
a few: CDCH breakages, faster than expected decrease of
MPPC PDEs for LXe and mild degradation of time resolution
of pTC, both due to radiation damage. After having accumu-
lated some delay in the schedule, those problems were solved
or tackled so as to minimise their effects on the sensitivity.
Additional planned steps should further reduce these effects.

Since 2021 the MEG II experiment has regularly operated
with performances close to its design values. On this basis,
we estimated the sensitivity to the μ+ → e+γ decay versus
the DAQ lifetime and calendar year. The sensitivity obtained
with the 2021–2022 data will be significantly better than the
existing MEG limit.
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