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Using initial-state radiation events from a total integrated luminosity of 11.957 fb~! of eTe™ collision
data collected at center-of-mass energies between 3.773 and 4.258 GeV with the BESIII detector at
BEPCII, the cross section for the process ete™ — AA is measured in 16 AA invariant mass intervals

from the production threshold up to 3.00 GeV/c2.

The results are consistent with previous results

from BABAR and BESIII, but with better precision and with narrower AA invariant mass intervals

than BABAR.

DOI: 10.1103/PhysRevD.107.072005

I. INTRODUCTION

Electromagnetic form factors (EMFFs), which parame-
trize the inner structure of hadrons, are fundamental
observables for understanding the strong interaction. In
the timelike region, EMFFs are extensively studied in
electron-positron collisions by measuring hadron pair
production cross sections. For a spin-1/2 baryon (B), the
cross section in the Born approximation of the one-photon-
exchange process ete™ — BB is parametrized in terms of
electric and magnetic form factors Gg and Gy, by [1]
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35

2ch

o¥(s) = Gy (s)” + Ge(s)P|. (1)

where a is the fine-structure constant, C is the Coulomb
correction factor [2], # = /1 — 4m%c*/s is a phase-space
(PHSP) factor, s is the square of the c.m. energy, mp is the
mass of the baryon, and c is the speed of light. C accounts
for the electromagnetic interaction of the fermions in the
final state, and in the pointlike approximation, it is one for
neutral baryons and y/(1 —e™) with y = za\/1 — */p
for charged baryons. Therefore, for charged baryon pairs,
the factor of f due to PHSP is canceled by the Coulomb
factor, which results in a nonzero cross section at the
threshold when = 0. However, there is no cancellation in
the neutral baryon-pair case, so the cross section is zero.

There have been many experimental studies on the
charged and neutral baryon-pair production cross sections
in the past decades, such as e*e™ — pp [3,4], ete™ — ni
[5], eTe™ = AA [6-9], ete™ — ZZ [10,11], ete™ = EE
[12,13], and ete™ — AFAI [14]. Although the conclu-
sions for some channels are questionable due to large
uncertainties, there is a general tendency in the production
cross sections for these baryon pairs to have a step near the
threshold, which then decreases with the increase of the
c.m. energy of the baryon pair [15].

The cross section of the process e*e~™ — AA very close
to the threshold has been measured in both the BABAR and
the BESIII experiments. In the BABAR experiment, the
cross section from the AA production threshold up to
My; =227 GeV/c? was measured as 204782 +22 pb
[6]. This result indicates a possible nonzero cross section
at threshold which is in conflict with Eq. (1). However,
due to the wide AA mass interval and large uncertainties, a
solid conclusion cannot be drawn. The BESIII experiment
also measured the cross section at the c.m. energy (y/s) of
2.2324 GeV, which is only 1.0 MeV above the AA
production threshold, to be 305 + 45’:266 pb [7]. This
indicates a threshold enhancement phenomenon in the
process ete™ — AA. Interestingly, in both the BABAR
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FIG. 1. The leading-order Feynman diagram for the ISR
process ete” — yAA. The ISR photon can be emitted from
the electron or the positron.

and BESIII experiments, a jump was observed in the
process ete” — KTK"KTK~ near the AA production
threshold [16,17].

To explain the near threshold enhancement, some theo-
retical studies have been performed, in which the effects
of final-state radiation [18] and vector-meson resonances
[19-21] have been taken into account. The enhancement
in the case of neutral baryons may also be explained by an
electromagnetic interaction occurring at the quark level
[22]. However, experimentally, the cross section measure-
ments of ete™ — AA near threshold are still limited and
more measurements are needed to further understand this
phenomenon.

The cross section and EMFFs of the A hyperon have
been measured via the annihilation channel ete™ — AA
using the energy scan technique [7-9], in which the c.m.
energy of the collider is varied according to the exper-
imental plan and the cross section is measured at each c.m.
energy. In addition, the radiative return channel ete™ —
yAA as illustrated in Fig. 1, where y is a hard photon
from the initial-state radiation (ISR) process, offers a
technique complementary to the energy scan technique
for the A hyperon cross section measurement. This
technique has been used in the BABAR experiment to
measure the cross section and effective form factor of the
A hyperon [6].

The differential Born cross section for the ee™ — yAA
process, integrated over the A(A) momenta and the photon
polar angle, is written as [23]

dUe*e’—» A/_\(qz) 1
Lol Ly o) @

where 6,5(g?) is the cross section for the ete™ — AA
process, ¢ is the momentum transfer of the virtual photon
whose squared value represents the invariant mass squared

of AA, x = 2% =1- %2, and Ej is the energy of the ISR
photon in the eTe™ c.m. system. The function [24]
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describes the probability for the emission of an ISR photon
with energy fraction x, and m, is the electron mass.

In this analysis, we present the measurement of the
ete™ — AA cross section from the production threshold up
to 3.00 GeV/c? using the ISR process ete™ — yAA. The
used datasets, corresponding to a total integrated luminos-
ity of 11.957 fb~!, are collected at 12 c.m. energies
between 3.773 and 4.258 GeV with the BESIII detector
[25] at the BEPCII Collider [26].

II. THE BESIII DETECTOR AND DATA SAMPLES

The BESI detector [25] records symmetric e'e”
collisions provided by the BEPCII storage ring [26] in
the c.m. energy range from 2.00 up to 4.95 GeV,
with a peak luminosity of 1 x 10* ¢cm=2s~! achieved at
/s = 3.77 GeV. BESIII has collected large data samples
in this energy region [27]. The cylindrical core of the
BESIII detector covers 93% of the full solid angle and
consists of a helium-based multilayer drift chamber
(MDC), a plastic scintillator time-of-flight system (TOF),
and a CsI(TI) electromagnetic calorimeter (EMC), which
are all enclosed in a superconducting solenoidal magnet
providing a 1.0 T magnetic field [28]. The solenoid is
supported by an octagonal flux-return yoke with resistive
plate counter muon identification modules interleaved
with steel. The charged particle momentum resolution at
1 GeV/c is 0.5%, and the dE/dx resolution is 6% for
electrons from Bhabha scattering. The EMC measures
photon energies with a resolution of 2.5% (5%) at 1 GeV
in the barrel (end cap) region. The time resolution in the
TOF barrel region is 68 ps, while that in the end cap region
used to be 110 ps. The end cap TOF system was updated in
2015 using multigap resistive plate chamber technology,
providing a time resolution of 60 ps [29-31].

The experimental datasets used in this analysis are
listed in Table I. To optimize the event selection criteria,
Monte Carlo (MC) simulations are performed with
GEANT4-based [32] software, which includes the descrip-
tion of geometry and material, the detector response and the
digitization model, as well as a database for the detector
running conditions and performances. In this analysis, the
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TABLE 1. The c.m. energy /s [42,43] and the integrated
luminosity L;, [44-46] of the datasets used in the present
analysis.

Vs (GeV) Lin (b~
3.773 2931.8
4.128 401.5
4.157 408.7
4.178 3189.0
4.189 526.7
4.199 526.0
4.209 517.1
4219 514.6
4.226 1047.3
4.236 530.3
4.244 538.1
4.258 825.7

event generator ConExc [33] is used to generate the signal
process ete” — yAA (A - pa~ A — pxt) with one
million events at the different c.m. energies up to ISR
leading order (LO), i.e., with only one ISR photon, and
vacuum polarization (VP) is included. The selection
efficiencies are estimated by the signal MC samples. An
alternative event generator, PHOKHARA10.0 [34], is used to
study the systematic uncertainty of the MC model. The
cross section line shape used for the generation of the signal
MC samples is from Ref. [35]. Inclusive MC samples at
/s = 3.773 and 4.178 GeV are used to investigate possible
background contamination. They consist of inclusive had-
ronic processes (eTe~ — g, g = u, d, s) modeled with the
LUARLW [36] at /s = 3.773 GeV and KKMC [37,38] at
/s = 4.178 GeV, and the ISR production of vector char-
monium states [e"e™ — yJ/y, yy(2S), yw(3773)] gener-
ated with BesEvtGen [39] using the VECTORISR model
[40,41]. In addition, several exclusive MC samples are
generated to study the background, with different event
generators and models.

III. EVENT SELECTION

The complete process we study is ete™ — yAA —
y(pr~)(px™), with the final state ypn~ pa', where y is
the ISR photon. To provide a clean sample in the threshold
region, the ISR photon is detected (tagged). However, the
differential cross section of the ISR reaction (such as
ete™ — yAA) as a function of the ISR photon polar angle
reaches its highest value when the photon is emitted at a
small angle relative to the direction of the electron (or
positron) beam [23]. Since this is out of the angular
acceptance of the EMC, photons falling in this region
cannot be detected, resulting in a reduction of signal
efficiency. Moreover, the detection efficiency is further
reduced by the low momenta of the pions, which, according
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FIG. 2. Distribution of M5 versus M, of the accepted candi-
dates in mode I from all datasets. The dashed red box encloses the
signal region, while the black boxes show the sideband regions.

to the study of the signal MC samples, are mostly less than
0.2 GeV/c. We categorize the reconstruction of signal
candidates into two modes: mode I corresponds to fully
reconstructed events, i.e., all particles in the final state are
identified; in mode II, a partial reconstruction method with
a missing pion is used to increase the efficiency.

Charged tracks detected in the MDC are required to be
within |cos@| < 0.93, where 0 is the polar angle with
respect to the z axis, which is the symmetry axis of the
MDC. The distance of closest approach of each charged
track to the interaction point must be less than 30 cm along
the z direction and less than 10 cm in the transverse plane.
For each signal candidate, at least three charged tracks are
required.

The combined information of dE/dx and TOF is used to
calculate particle identification (PID) probabilities for the
pion, kaon, and proton hypotheses, and the particle type
with the highest probability is assigned to the track.

A secondary vertex fit is performed to obtain the decay
vertex of the A(A) candidate, and the A(A) candidate is
reconstructed by fitting the pz~(pa™) tracks to a common
decay vertex. If there is more than one A(A) candidate, the
one with the minimum chi-square value of the secondary
vertex fit is selected. The reconstructed mass of the A(A)
candidate, M (My), is required to be within 6.4 MeV/c?
of the nominal A mass, m,, from the Particle Data Group
(PDG) [47], as shown in Fig. 2. There is no requirement on
the decay length of A(A). Both a A and a A are required in
mode I, while either a A or a A is required in mode II.

Information on the electromagnetic showers in the EMC
is used to select the photon candidates. It is required that the
shower time is within 700 ns of the event’s start time to
suppress electronic noise and energy deposits unrelated to
the events. A photon candidate is selected if its deposited
energy is greater than 0.4 GeV. For each candidate signal
event, at least one photon is required which is considered as
the ISR photon.

A kinematic fit is applied to further suppress back-
ground. For mode I, a four-constraint (4C) kinematic
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FIG. 3. The M2 spectrum of the accepted candidates in mode II
from all datasets. The region between the red arrows is the signal
region, and the regions between the blue arrows are the sideband
regions.

fit requiring energy-momentum conservation under the
hypothesis of a yAA final state is applied to the signal
candidates. If there is more than one photon candidate, the
combination with the minimum y3. is selected. To suppress
the background with one more photon than the signal
process, we require yc < )(ic‘w, where yj and ;(ic,w are
the chi-square values under the hypotheses of yAA and
yyAA final states. For mode II, a one-constraint (1C)
kinematic fit with a missing z" (z~) under the hypothesis
of a yApa*(yApr~) final state is applied to the signal
candidates. Combining all yp(yp) pairs with the recon-
structed A(A), 1C kinematic fits are applied with the
invariant mass of pz*(pz~) being constrained to the
nominal A mass [47] and the mass of z"(z~) being
unconstrained. The yp(yp) combination with the
minimum y%. is selected, where y%. is the chi-square
of the 1C kinematic fit. A requirement of yj- <50

—4— @3.773 GeV

10 — —— @ 4.128-4.258 GeV

r —4— @ 3.773-4.258 GeV
———

Detection efficiency (%)

L L L L | L L L L L
2.4 2.6 2.8 3
M, - (GeV/c?)

FIG. 4. The M ,;-dependent selection efficiencies obtained
from MC simulation. Squares (blue), triangles (black), and circles
(red) with error bars represent the datasets at /s = 3.773, 4.178-
4.258, and 3.773-4.258 GeV, respectively. The combined effi-
ciency is weighted according to the effective luminosity of the
ISR process.

1. <5) is optimized for the signal candidates for
mode I (mode II).

For the candidates of mode II, the distribution
of the mass squared of the missing 7 (M2), obtained from
energy-momentum conservation, is shown in Fig. 3. To
suppress background, a requirement of 0.012 < M2 <
0.025 GeV?/c* is applied.

The distribution of the selection efficiencies obtained
from signal MC samples as a function of invariant mass of
AA (M,3) is shown in Fig. 4, where the efficiencies
at the c.m. energies between 4.128 and 4.258 GeV are
combined and weighted according to the effective lumi-
nosity of the ISR process. It should be noted that, to
improve the mass resolution of M, 3, we correct M,z to
(M z —My—Mjz+2xmy). The mass resolution is
given by the root-mean-square deviation of (M .z —
MY4M) of the signal MC sample, where MY is the set
value of the invariant mass of AA when generating the MC
events. In this paper, the correction of the M, is implied
unless specified. The M,; spectrum of the accepted
candidates from all datasets is shown in Fig. 5, in which
817 events are retained. The contributions from J/y — AA
and y(2S) — AA decays are clearly seen. About 60% of
the signal candidates have M, ; below 3.00 GeV/c?, and
the number of signal candidates (V) in each M , ; interval
is listed in the first column of Table II.

IV. BACKGROUND ANALYSIS

Potential background channels are investigated in the
inclusive MC samples with a topology analysis [48]; they
consist of channels containing AA and channels without
AA. The background channels containing AA, such as the
processes of eTe™ — 7°AA, eTe” — y(AX? +c.c.), and
ete™ — yJ /w(w(2S)) with J/y(y(25)) decaying to yAA,
are studied individually, while the non-AA background is
estimated with the sideband method.
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FIG. 5. The M,; spectrum for events satisfying the yAA
selection criteria from all datasets. Contributions from J/y —
AA and w(2S) = AA decays are clearly seen.
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TABLE II.  The number of signal candidates (N ), number of
7°AA events (N:ffg), number of y(AZ° + c.c.) events (N E’\l;g), and

number of non-AA events (N:Ei_ AR)s 0 each M, interval, for
the whole dataset. The uncertainties are statistical.

Mys(GeV/c®) N, NG NE NYE
2231-2250 280453 1.9+1.2 1.28+0.05 0.63 +0.70
2.25-2.27 320457 07706 135+0.05 04178
227-229  250+50 1.4+0.6 1.36+0.05 2.67+1.22
2.29-2.31 240449 13£0.6 1.37+0.05 0.69+0.71
231-234 280453 24+0.7 200007 00872
234237  27.0+52 42+09 1.83+0.05 0.1172
237-240  340+58 52+09 1.54+0.05 —0.32+]¢
240-244  280+53 3.5+08 1.74+0.05 0.107)2
244-248  23.0+4.8 33+0.7 1.53+0.05 —0.32"]¢!
2.48-2.52 16.0+£4.0 33407 1284005 1.22%)&
2.52-2.56 19.0+44 1.74+0.5 1.01+0.05 1.51+0.90
2.56-2.60 18.0+42 1.4+0.5 0.87+0.05 —0.21+.¢!
260-270  240+49 14+05 1.744+0.05 —0.39710!
2.70-2.80 150439 1.54+0.5 1.12+0.04 3.00 + 1.25
2.80-2.90 150+3.9 23+0.6 0.73+0.03 0.074))7
2.90-3.00 18.0+£42 2.6+0.7 049+0.03 03672

Events of e*e™ — 7°AA are easily mistaken as signal
events if a soft photon from the high-energy #° is missing.
A data-driven method is used to estimate their contribution.
A sample of 7°AA events is selected from data, and its
background is estimated with the sideband method. The
sideband regions are chosen in the distribution of the
invariant mass of yy (M,,). The number of events of this
sample is calculated by Ni%‘a = Ni:)gReg - str(i,de /2, where

SigReg

”0
and the sideband regions of the z7°AA sample, respectively.
Next, the contribution from the remaining 7°AA back-

ground (ij‘gg) in the signal candidates is determined by

and N5 are the numbers of events from the signal

bk NYR

g __ pydata

Nﬂo —Nﬂo XNMC’ 4)
s

where N{dg and NMC are the numbers of the events selected

by the signal and 7°AA selection criteria from the z°AA
MC sample. The z7°AA MC sample is generated with the
ConExc [33] event generator up to ISR LO, and the line
shape is obtained with the datasets collected at c.m.
energies from 2.644 to 3.080 GeV by BESIIL

In the reaction ete™ — y(AL’+c.c.), the X°(X?)
decays to yA(A) with a branching ratio of 100% [47],
where the y has low energy. Therefore, if the photon from
the °(£%) decay is missing, this event can be misidentified
as signal. To estimate the background from this reaction, a
MC sample with a total of two million events is generated

with the ConExc [33] event generator up to ISR LO, and the
line shape used to generate the MC events is determined
with the datasets collected at c.m. energies from 2.309 to
3.080 GeV by BESIIL After applying the signal (yAA)
selection criteria to this sample, we obtain the number of
the surviving y(AZ? + c.c.) events (NY). A scaling factor
is obtained by f = Ney,/Negen, Where Ny, is the expected
number of the y(AZ’ +c.c.) events estimated with the
(AZ% +c.c.) cross section line shape, and Ny, is the
number of MC simulated events. Finally, the number of

y(AZ° 4 c.c.) background events (NO) is estimated by

NP = £ x NN Some other background channels, such
as the processes e*e™ — nAA and ete™ — yJ /y(w(25)),
are negligible.

Next, the sideband method is used to study the non-AA
background. For mode I, two-dimensional (2D) sideband
regions of M, versus M 3 are adopted, and for mode II, one-
dimensional (1D) sideband regions in the distribution of
M3 are used. The distributions of My, and M3 of
inclusive MC samples after removing the channels con-
taining the AA pair are nearly flat, so it is reasonable to use
the sideband method. The 2D sideband regions (shown in
Fig. 2) are chosen as follows: B1, 1.0901 < M, < 1.1029
and 1.1285 < M; < 1.1413 GeV/c?; B2, 1.1285 < M, <
1.1413 and 1.1285 < M; <1.1413 GeV/c?; B3, 1.0901 <
M, <1.1029 and 1.0901 <Mz <1.1029 GeV/c?; and B4,
1.1285 <M, <1.1413 and 1.0901 <M;<1.1029GeV/c>.
The 1D sideband regions (shown in Fig. 3) are chosen as
—0.024 < M2 < 0and 0.029 < M2 < 0.031 GeV?/c*. The
numbers of events from sideband regions of data (N ig‘;‘_ A [-\)
are calculated by

Nl <= X Nop+ 3 %X Nip, (5)
where N,p, and Np are the numbers of the events from
the 2D and 1D sideband regions of data, respectively.
The same sideband regions are used for the 7°AA and
y(AZ" + c.c.) MC samples, and the numbers of events
from sideband regions of these MC samples (NnMog_ AR) are

obtained with Eq. (5). The number of non-AA background

bkg . .
events (Nnon_ A[\) is estimated by
NPke  _ _ pdata  _ AMC (6)
non—AA non—AA non—AA"

The numbers of events for the three main background

channels above (N, N?\kzg, NP ¢y are calculated in each
. Fia . non—AA .
M, interval when measuring the Born cross section.
The distributions of M , 5 of the main background events
from all datasets are shown in Fig. 6, and the numbers of
background events over all datasets for the three main
background channels in each M, interval are listed in

Table II.
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FIG. 6. The distributions of M ,; for the signal candidates and
the main background events from all datasets. Black dots with
error bars refer to the signal candidates, and blue, green, and
magenta histograms represent the 7°AA, y(AZ" + c.c.), and non-
AA background events, respectively.

V. SYSTEMATIC UNCERTAINTY

Several sources of systematic uncertainties are consid-
ered in the cross section measurement. The combined
results of different reconstructed methods and different
datasets are summarized in Tables III and IV for the
correlated and uncorrelated parts, respectively. The corre-
lated and uncorrelated parts are summed in quadrature to
determine the total uncertainty.

The integrated luminosity is measured with an uncer-
tainty of 0.5% at /s = 3.773 GeV and an uncertainty of
1.0% at other c.m. energies [44-46]. In this analysis, the
effective luminosity of the ISR process is calculated based
on Eq. (3), and a 0.5% uncertainty is estimated [49]. Thus,
the total systematic uncertainty on the luminosity is 0.8% at
/s =3.773 GeV and 1.2% at other energy points.

The uncertainties from the reconstruction of A and A are
studied by a control sample of J/yw — pK~A 4+ c.c. and
determined to be 2.8% and 3.8% at \/s = 3.773 GeV, and
2.6% and 3.4% at other energy points, respectively. A 1.0%
uncertainty is taken for the ISR photon detection [50].

TABLE III. The correlated systematic uncertainties (in %) on
the cross section measurement. B(A — pr) is the branching ratio

of A(A) - pr~(pzr™).

Source Uncertainty
Luminosity 1.1
A reconstruction 2.1
A reconstruction 2.8
B(A — pr) 1.6
p(p) tracking and PID 0.7
M? window 0.6
ISR photon detection 1.0
Kinematic fit 1.7
Neglected background 1.5
Total 4.7

TABLE IV. The uncorrelated systematic uncertainties (in %) in
each M,; interval on the cross section measurement: the
uncertainty associated with the z°AA channel (z°AA), y(AZ" +
c.c.) channel (yAX?), non-AA background (non-AA), A angular
distribution (Ang), and signal MC model (MC). The last column
is the total uncorrelated systematic uncertainty.

M,z (GeV/c?) 2°AA yAX® non-AA Ang MC Total
2.231-2.250 03 06 04 27 1.6 32
2.25-2.27 0.1 0.9 14 06 14 22
2.27-2.29 0.7 1.8 05 23 41 51
2.29-2.31 0.9 1.9 04 22 07 31
2.31-2.34 13 3.6 05 27 15 49
2.34-2.37 08 3.0 0.4 1.6 09 36
2.37-2.40 1.0 20 33 03 09 41
2.40-2.44 06 3.0 04 08 08 32
2.44-2.48 05 24 0.5 17 22 36
2.48-2.52 1.6 52 52 22 22 82
2.52-2.56 1.0 54 0.9 1.7 33 67
2.56-2.60 05 29 04 08 1.8 36
2.60-2.70 09 32 09 25 14 44
2.70-2.80 7.1 9.3 248 21 19 275
2.80-2.90 17 23 23 21 15 44
2.90-3.00 1.2 1.5 0.3 19 54 6.0

For mode 1I, the uncertainties due to the p(p) tracking
and PID are 1.0% for each [51]. The uncertainty due
to the M7-(M2,) window is also studied by the control

sample of J/y — pK~A +c.c. and estimated as 1.4%
(0.8%) at /s =3.773 GeV and 1.5% (0.9%) at other
energy points. The uncertainty due to the branching
fraction of A(A) = pa~(pa™), B(A — pr), is obtained
from the PDG [47] to be 1.6%.

The uncertainty from the kinematic fit is divided into two
parts: the contribution of the ISR photon and the contri-
bution of the remainder. The former is determined by a
control sample of the radiative Bhabha process ete™ —
yete™ and estimated as 0.4%, 0.2%, and 1.1% for the cases
of full reconstruction, missing z~, and missing 7™, respec-
tively. The latter is studied by a control sample of J/y —
AA and is 0.2% (0.2%), 2.4% (2.2%), and 2.2% (2.2%) at
\/s = 3.773 GeV (other energy points), for the cases of full
reconstruction, missing z~, and missing z ", respectively.
Thus, the uncertainty due to the kinematic fit at /s =
3.773 GeV (other energy points) is 0.6% (0.6%),
2.6% (2.4%), and 3.3% (3.3%) for the cases of full
reconstruction, missing z~, and missing zt, respectively.

The signal MC samples are generated with PHSP. The
angular distribution of the AA pair, the spin correlation
between A and A, and the polarization of A(A) decay are
not taken into account. To estimate the uncertainty due to
these factors, signal MC samples with an angular amplitude
including these effects are generated. The parametrization
of the angular amplitude is the same as that in Ref. [8], and
the corresponding parameters are cited from it when
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M i <2.52 GeV/c* and obtained with the dataset at
V/s = 2.900 GeV when M5 > 2.52 GeV/c?. The relative
difference of the detection efficiency to that of the PHSP
mode is regarded as the uncertainty.

The uncertainty from the MC model is considered
by changing the event generator from ConExc [33] to
PHOKHARA10.0 [34]. The relative difference of the detection
efficiency of these two event generators is taken as the
uncertainty.

For the channel of eTe~ — 7°AA, the sideband regions
on the M, spectrum are used to estimate the background of

the 7° AA sample. Here, the 2D sideband regions (sideband
of M, and M) and 3D sideband regions (sideband of M,

=N,
My, VoD

My, and M) are also used. The values of |N =

Ny, —Nip
| T sig
events, and N M,,» Nop, and N;p are the estimated numbers
of 7°AA events based on M,,, 2D, and 3D sidebands,
respectively. The larger of the two values is taken as the
uncertainty of this channel.

For the channel of e*e™ — y(AZ" + c.c.), one of the
parameters of the line shape is changed by adding and
subtracting a standard deviation (£1o). Based on the
different line shapes, different estimated numbers of
y(AZ® +c.c.) events are obtained. Further, the same
method as for the e*e~ — 7°AA channel is used here to
obtain the uncertainty of this channel.

For the non-AA background, we move the sideband
regions by 0.002 GeV/c? and 0.002 GeV?/c* toward the
signal for the 2D and the 1D sidebands, respectively, and
obtain the new estimated numbers of non-AA background
events. The relative difference between the old and new
results is regarded as the uncertainty. For the M , 5 interval
of 2.70-2.80 GeV/c?, since Ng, is extremely small
(0.8 £2.3) at /s =3.773 GeV, the estimation of this
uncertainty at /s = 3.773 GeV is significantly larger than
that in other intervals. Except for the three main back-
ground sources mentioned above, several other background
channels are neglected, and their contribution is considered
as a systematic uncertainty, which is 2.2% at /s =
3.773 GeV and 1.1% at other energy points.

In this analysis, 12 datasets are used and 3 reconstruction
methods (full reconstruction and partial reconstruction with
missing z~ or z) are applied. We divide the datasets into
two groups, where the first group only includes the dataset
at /s =3.773 GeV and the second group includes the
other datasets at c.m. energies from 4.128 to 4.258 GeV.
The uncertainties of the second group are studied together
or inherited from the result at /s = 4.178 GeV. Thus, the
systematic uncertainties are combined in two steps, where
the first step combines the three reconstruction methods in
each group and the second step combines the two groups.
Uncertainties of the three reconstruction methods (two
dataset groups) are combined as the average value weighted

| and

| are obtained, where N, is the number of signal

by detection efficiencies (products of detection efficiency
and effective luminosity). The weighted average formula is

32) 3(2)
ok, = Zw%alz + Z Pij®;0;0;6;, (7)
i=1 ij=Tii#j
with
g &L
P S N B (8)
l 2?181'( l Z%l€i£i>

where w;, o;, and & with i=1, 2, 3 (i=1, 2) are
the weight, systematic uncertainty, and efficiency for the
reconstruction method (dataset group) i, and p;; is the
correlation parameter for two different reconstruction
methods (dataset groups) i and j, and L; is the effective
luminosity for the dataset group i. For the systematic
uncertainties arising from background, the p;; values are
set to 0, and for other systematic uncertainties the p;; are
set to 1.

VI. RESULTS OF THE CROSS SECTION
The cross section for ete™ — AA is calculated from the
M\ spectrum by
(stig/dMA/_\)
e-B(A— pr)-dLiy/dM '

©)

GA/_\(MA/_\) =

where (dNg,/dM,3) is the M,z spectrum of data cor-
rected for resolution effects after subtracting the back-
ground, ¢ is the detection efficiency from MC simulation as
a function of M\, and B(A — px) = 0.639 £ 0.005 [47].
The effective ISR luminosity dL;,/dM 3 is calculated by
dLiy/dMx = W(s,x) - Lin,, Where W(s,x) is described
by Eq. (3). This effective luminosity includes the first-order
radiative correction but does not take into account VP, so
the obtained cross section is the “dressed” cross section.

The dependence of the mass resolution on M,j; is
determined, and accordingly the M ,; is divided into 16
intervals from the threshold up to 3.00 GeV/c?. To reduce
the impact of the mass resolution, the width of the M 5 bin
is at least 5 times larger than the mass resolution, so we do
not correct the mass spectrum for resolution effects. The
measured cross sections for the process eTe™ — AA in
these intervals are listed in Table V. A comparison between
the results of this work and those of previous ones [6-9] is
displayed in Fig. 7.

A search for a threshold effect is made by performing a
least chi-square fit to the cross section from the production
threshold up to 3.00 GeV with different assumed functions.
The systematic uncertainty is included in the fit with the
correlated and uncorrelated parts considered separately.

The first fit function is a perturbative QCD (pQCD)-
driven energy power function [52]
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TABLE V. The cross section (o) of the whole dataset. N is the
total number of signal events, € is the average detection efficiency
of 12 energy points weighted by the effective ISR luminosity, and
L is the total effective ISR luminosity. The uncertainties for N,
are statistical. For o, the first uncertainties are statistical, and the
second are systematic.

Mux (GeV/c?) Ny, g L (pb™" o (pb)
2.231-2.250  24.1+£5.5 0.061 395  245+56+ 14
2.25-2.27 303737 0062 424 28313 415
2.27-2.29 195+£52 0.062 432  179+48+13
2.29-2.31 20.7+£5.0 0061 441 190 +46+ 11
231-2.34 235134 0059 678  1447327+98
2.34-2.37 208433 0.058 699 12667321 +£7.5
2.37-2.40 276539 0057 720 16518 £ 11
2.40-2.44 22734 0057 995 981732 +56
2.44-2.48 18.5447  0.058 1037 752107 + 45
2.48-2.52 102747 0059 1082 3897132 +37
2.52-2.56 147+45 0061 1130 524+160+43
2.56-2.60 159443 0.063 11.80  52.11140+3.1
2.60-2.70 212749 0066 3196  24.6'37 + 1.6
2.70-2.80 94+4.1 0070 3596 9.1+£4.0+26
2.80-2.90 11,9539 0072 4076 99433407
2.90-3.00 14.5t42 0073 4659 105731 +08
400 7
* —4— This work
~ o - Best 2org)
2 00p —#— BABAR
= B DM2.
2 sl el
'<T W0 o Threshold
I
e qofl
5
1
ok ——
2 ; : I X . v
= 0 ;v o M I * - N
2F :
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FIG.7. The cross section for the ete~ — AA process from this
analysis (black dots with error bars) with comparison to previous
works (see the legend in the figure) [6-9]. Both statistical and
systematic uncertainties are included. The blue dashed line is the
fit result using Eq. (10), and the red solid line is the fit result using
Eq. (11). The vertical dashed line is the production threshold for
ete”™ — AA. The y distributions of the two fits are shown in the
bottom panel, where the blue and red triangles represent the
results of Eqgs. (10) and (11), respectively.

_¢co-pls)-C

= (e

(10)

where ¢, and ¢; are free parameters and the Coulomb
correction factor is C = 1 for neutral baryons. The fit result
is shown as the blue dashed line in Fig. 7, with ¢y, =
(1.07 £0.74) x 10° pb- GeV'®, ¢, =1.274+0.08 GeV,
and the fit quality y?/d.o.f. = 19.06/14.

In Fig. 7, the pQCD prediction does not describe the
anomalous enhancement well near threshold. Therefore,
inspired by the results of cross section measurements
of ete™ — nii and eTe™ — pp [3,5], it is assumed that
there is a step near the threshold for the e*e™ — AA cross
section, the threshold enhancement effect. By taking into
account the strong interaction near the threshold instead of
using the formula of Eq. (10), which contains the Coulomb
factor, the cross section can be expressed as [3]

erted

o(s) = 7ay s—2mp\ @2’
s[l - e_T] [1 + (\/—a—1> ]

(11)

where ay, a;, and a, are three free parameters. The symbol
a, represents the strong running coupling constant and is
parametrized as

a, = {@—i—%ln(ﬂ%)]_], (12)

where m; = 91.1876 GeV/c? [47] is the mass of Z boson
and a,(m%) = 0.11856. This fit has y*/d.o.f. = 9.83/13,
with ay = 19.5 +£0.16, a; = 0.17 £ 0.04 GeV, and a, =
1.98 + 0.34, and the fit result is shown as the red solid line
in Fig. 7.

VIL. STUDY OF THE J/y — AA DECAY

The branching fraction of J/y — AA, B(J/w — AA), is
determined via the ISR process e*e™ — yJ/y — yAA at
/s =3.773 and 4.178 GeV. After integrating over the
photon polar angle, the cross section for ISR production of
a narrow resonance (vector meson V), such as J/y,
decaying into the final state f is given by [53]

_ 1272°T(V = ete™)B(V - f)

mys

o(s) W(s,xq9), (13)

where my and I'(V — ete™) are the mass and electronic
width of the vector meson V, xy = 1 —m? /s, B(V — f) is
the branching fraction of V — f, and W (s, x,) is calculated
by Eq. (3). If the cross section is measured, the branching
fraction can be calculated by Eq. (13). The cross section can
also be written as
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Simultaneous fit (blue curve) with a double Gaussian function (red dashed curve) for the resonance and a linear function (green

dashed curve) for background of the M ,; spectra at /s = 3.773 and 4.178 GeV. Black dots with error bars represent data.

_ NJ/!//
)= TBR = pr) L

(14)

where N, is the number of J/y events, ¢ is the detection
efficiency, and L;, is the integrated luminosity of data,
whose values are listed in Table 1. The detection efficiency
is estimated from MC simulation as 7.2% at /s =
3.773 GeV and 7.1% at /s = 4.178 GeV. The angular
distribution of A in J/w — AA decay is described by 1 +
acos? 0, with a = 0.469 [54]. To determine N, using
B(J/w — AA) as a shared parameter, a simultaneous fit is
performed with a double Gaussian function for the reso-
nance and a linear function for the background and the
continuum contribution, and the result is shown in Fig. 8.

For the systematic uncertainties on the measurement of
B(J/w — AA), the uncertainties of the luminosity, A and
A reconstruction, p(p) tracking and PID, M2 window, ISR
photon detection, B(A — px), and kinematic fit are the
same as the cross section measurement. The uncertainty
due to the MC model is assigned as 1.3%, by changing
the model for the generation of the J/y — AA decay.
The uncertainty of the fit region is determined by
changing the fit region from (2.90,3.30) GeV/c? to a
wider (2.80,3.30) GeV/c*> and a narrower interval
(3.00,3.20) GeV/c? to be 1.3%. The uncertainty from
the signal model of the fit is estimated by changing the
model from the double Gaussian function to the MC-shape-
convolved Gaussian function as 1.3%. The uncertainty of
the background model of the fit is estimated by changing
the model from a linear function to a constant as 0.5%.
Finally, we consider a systematic uncertainty due to the
non-AA background. The non-AA background is treated as
a peaking background, instead of a nonpeaking one as
default. The relative difference between the results of the
two strategies, 1.9%, is regarded as the uncertainty. The
total uncertainty is obtained to be 5.6% by summing all
uncertainties in quadrature.

B(J/w — AA) is determined to be (1.64+0.1240.09) x
1073, where the first uncertainty is statistical and the second
is systematic. It is consistent with the PDG value (1.89 +
0.09) x 103 [47] within 26.

VIII. SUMMARY AND DISCUSSION

Based on datasets corresponding to a total integrated
luminosity of 11.957 fb~! collected at 12 c.m. energies
between 3.773 and 4.258 GeV with the BESIII detector at
BEPCII, the cross section for the process e*e™ — AA is
measured as the function of M,z in 16 intervals from the
production threshold up to 3.00 GeV/c? using ISR events
with the ISR photon tagged. A partial reconstruction
method allowing a charged z to be missing is used in
addition to the full reconstruction method to increase the
efficiency. In the first M,z interval ranging from the
threshold up to 225 GeV/c? (with the width of
19 MeV/c?), the cross section is determined to be
245 + 56 + 13 pb, where the first uncertainty is statistical
and the second is systematic. It is a nonzero value with a
statistical significance of 4.3¢ and larger than the pQCD
prediction by 2.3c. In the region from 2.25 up to
3.00 GeV/ c?, the cross section is measured in 15 intervals.
The results are consistent with previous measurements at
BABAR and BESIIL. The spectrum of the cross section is
fitted with the pQCD assumption and with the assumption
of a step existing near threshold, with the latter being a
better description of the data.
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