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Accelerator based neutrino oscillation experiments seek to measure the relative number of electron and
muon (anti)neutrinos at different L=E values. However high statistics studies of neutrino interactions
are almost exclusively measured using muon (anti)neutrinos since the dominant flavor of neutrinos
produced by accelerator based beams are of the muon type. This work reports new measurements of
electron (anti)neutrinos interactions in hydrocarbon, obtained by strongly suppressing backgrounds
initiated by muon flavor (anti)neutrinos. Double differential cross sections as a function of visible energy
transfer, Eavail, and transverse momentum transfer, pT , or three momentum transfer, q3 are presented.

DOI: 10.1103/PhysRevD.109.092008

I. INTRODUCTION

Predictions of interactions of GeVenergy (anti)neutrinos
with nuclear targets present challenges for experiments
seeking to precisely measure neutrino flavor oscillations.
Both the DUNE [1] and Hyper-Kamiokande [2] experi-
ments are designed to measure muon to electron neutrino
flavor transitions with uncertainties on the order one
percent. Consequently accurate predictions of detector effi-
ciencies, backgrounds, energy reconstruction, and cross
sections, which make use of the measurements presented
here, are needed. Compounding the problem for DUNE and
Hyper-Kamiokande is that their near detectors, which are
used for studying neutrino interactions, see primarily a flux
of muon neutrinos and only a small fraction of electron
neutrinos. Therefore, constraints that are solely derived
frommeasurements of muon neutrino interactions will need
to be theoretically corrected for electron neutrinos.
Electron-neutrino and muon-neutrino charged current

cross sections differ for two reasons. First, the tensor struc-
ture of the hadronic current and its contraction with the
lepton current yields terms that depend explicitly on the
square of the lepton mass compared to combinations of
the target mass, neutrino energy, and energy transfer [3].
These terms are largely negligible for electron neutrinos
at accelerator energies, however they may provide non-
negligible subleading corrections for muon neutrinos at low
neutrino energies or energy transfers. Secondly, momentum
and energy transfer limits for electron and muon neutrino
interactions differ because the kinematic limits in momen-
tum and energy transfer are a function of lepton mass. If the
energy and three-momentum transfer from the incoming
neutrino to the final-state lepton are denoted q0 and q3
respectively, conservation of energy and momentum
requires that

Eν −
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
ν − 2Eνq0 −m2

l þ q20

q
< q3

< Eν þ
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
E2
ν − 2Eνq0 −m2

l þ q20

q
; ð1Þ

where Eν is the energy of the incoming neutrino and ml is
the final-state lepton mass. A second constraint comes from
the relationship between initial and final-state target invari-
ant masses. If we denote the initial invariant mass M and

the final mass M þ Δ, then this implies a maximum three
momentum transfer,

q3 ≤
1

2Mð2Eν þMÞ ×
�
2E2

νM − Δ2Eν

− 2ΔEνM þ Eνm2
l þ ðEν þMÞ ffiffiffi

η
p Þ; where

η≡ 4E2
νM2 − 4EνMðΔðΔþ 2MÞ þm2

l Þ
þ ðm2

l − Δ2Þðm2
l − ðΔþ 2MÞ2�: ð2Þ

Expanding in ml, we see

q3 ≤
�
Eν −

ΔðΔþ 2MÞ
2M

�

−m2
l

�
Eν þM

2EνM − ΔðΔþ 2MÞ −
1

2M

�
þO

�
m4

l

�
: ð3Þ

A simple case in (3) is where Δ ¼ 0, which is approx-
imately correct for elastic and quasielastic scattering from

nucleons, gives a limit of q3 < Eν −
m2

l
2Eν

. Both (1) and (3)
show that increasing ml eliminates regions of allowed
energy and momentum transfer. Since it is the reactions
of muon neutrinos that are studied with high statistics in
near detectors, the extrapolation into certain regions of
energy and momentum transfer are not well-explored
experimentally.
Another effect recently discussed in the literature con-

cerns radiative corrections which have a strong dependence
on the mass of the final-state lepton [4,5]. This cited work
concludes that the effect of radiative corrections can be
precisely predicted, although those predictions are not
currently implemented in neutrino interaction models used
by experiments.
The effects of electron and muon neutrino interaction

differences have been studied within specific models
of neutrino interaction cross sections on nucleons and
nuclei [6–10]. Such studies illuminate possible differences
between electron and muon neutrino interactions but are
not exhaustive.
With sufficient statistics, and with strong rejection and

control of backgrounds, it is possible to directly measure
the interactions of electron neutrinos and antineutrinos.
This paper describes such a measurement with the
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MINERvA detector [11] using the broadband NuMI [12]
beam located at Fermi National Accelerator Laboratory. To
keep backgrounds low and well-controlled, the measure-
ment is performed at energy and momentum transfers
less than ∼1 GeV, much less than the incoming neutrino
energy.
A complication in these measurements is that energy

transfer cannot be directly measured in a broadband neu-
trino beam, but instead must be inferred from the visible
recoil products in the detector. To approximate what is
measured calorimetrically, we employ a proxy used in
previous MINERvA measurements [13,14], i.e. replace q0
in the measurement by the quantity Eavail, defined as

Eavail ≡
X

protons

Tp þ
X

π�
Tπ� þ

X

π0

Eπ0 ; ð4Þ

where the sums are over final-state particles, and TX
indicates the kinetic, rather than total energy EX of a
final-state particle X. The weak decay products of strange,
or heavier quark, baryons are included by adding their total
energies to the sum, and by subtracting (or adding) a
nucleon mass in the case of baryons (antibaryons). For
scattering from nuclei, this quantity differs from q0 in that it
does not have the kinetic energy of final-state neutrons nor
the rest mass of charged pions, and ignores any additional
excitation energy or mass differences in the final-state
nuclear system.

A. Past results on electron neutrino interactions
at GeV energies

Because of the relatively small number of electron
neutrinos in GeV energy accelerator beams and high back-
grounds, previous measurements are few and are often
statistics and background limited. Qualitatively, previous
measurements fall into several categories. Some measure-
ments have measured only flux integrated total cross
sections, or total cross sections as a function of derived
neutrino energy, with relatively low statistics, from tens
to a few hundreds of events [15–18]. These low statistics
measurements are unlikely to constrain electron neutrino
interaction models to the level needed by future appearance
oscillation experiments. The T2K andMicroBooNE experi-
ments have produced measurements of flux-integrated
lepton kinematics for samples of order a hundred or few
hundred events [19–21] that can be compared to models
and could be sensitive to large deviations, >10%.
Several measurements have additional capabilities to test

models. The NOvA experiment has made a high statistics
measurement of cross sections as a function of lepton
kinematics [22], with nearly 104 signal events with good
purity, but makes its measurements in relatively wide bins
of lepton energy and angle. MINERvA [23] and Micro-
BooNE [24] have measured events without final-state
pions, a sample presumably dominated by single and

multinucleon knockout, with good purity, and with samples
of order 103 and 102 events, respectively. These samples
complement the measurements reported here because of
their sensitivity to this exclusive and important reaction
channel.
The measurement reported in this article, by contrast

to these previous results, is high statistics with tens of
thousands of signal events in each of the νe and ν̄e samples.
In addition it measures correlations between lepton kine-
matics (as measured primarily by pT and the derived three
momentum transfer, q3) and a variable which is visible
energy transfer to the final-state. It is inclusive, although in
the lower visible energy and momentum transfer regions. It
is dominated by single and multinucleon knockout events,
and reports over a wide range of momentum transfer, up to
1.6 GeV in transverse momentum transfer, pT or 1.2 GeV in
inferred q3.

II. MINERVA EXPERIMENT
AND NUMI BEAM LINE

The MINERvA detector is a fine-grained tracking
calorimeter with a fully active solid-scintillator tracker
forming the bulk of the inner detector (ID). Upstream of
the tracker is an area of nuclear targets—carbon, water,
iron, and lead, interleaved with tracking planes. The down-
stream part of the ID contains Electromagnetic CALori-
meter (ECAL) and Hadronic CALorimeter (HCAL).
The ID is surrounded by side ECAL and side HCAL.
Downstream, the MINOS near detector served as a muon
spectrometer for MINERvA. Muon charge and momentum
measurements were provided for muons with momenta
above ∼1.5 GeV=c.
The active detector elements are solid-scintillator strips

of triangular cross section, with a 3.3 cm base, 1.7 cm high,
arranged in planes where neighboring strips alternate
orientation with respect to the beam. Charge sharing
between neighboring strips provides a spatial resolution
of ∼3 mm. Scintillation light due to a charged particle
traversing the scintillator is collected by a wavelength
shifting fiber located at the center of each strip and routed
through clear optical fibers to M64 Hamamatsu photo-
multiplier tubes (PMT). The electrical signals from front
end boards mounted on top of each PMT box are readout
via the data acquisition system. The detector consists of
hexagonal modules containing one or two active planes
mounted on a steel frame. The orientation of strips in the
planes can be vertical (X), þ60° (U), or −60° (V). Four
types of modules were built: (i) tracker modules with strip
orientations Xþ U, Xþ V; (ii) ECAL with 0.2 cm lead
sheets, plus planes with strip orientations Xþ U or Xþ V;
(iii) HCAL with a 2.54 cm thick iron plate, and plane with
strip orientation X, U, or V; and (iv) Target modules with
passive carbon, water, iron or lead targets.
MINERνA utilizes the intense broadband NuMI

(Neutrinos at the Main Injector) beam running at FNAL.
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FNAL’s Main Injector accelerates protons up to 120 GeV
which are directed to a carbon target. The pions produced
by the proton interactions on the carbon target are focused
by two horns and allowed to decay in a 675 meter decay
pipe. Undecayed pions are absorbed in the hadron absorber
just downstream of the decay region and the decay muons
are absorbed in the following 240 meters of rock before
reaching the detector hall. Different energy tunes are
available by varying the location of target and horns.
The two main configurations are known as the low-energy
(LE) and medium-energy (ME) beam tunes. The results
presented here are based on the ME configuration. NuMI
also allows for neutrino or antineutrino beam running by
sign selecting pions and kaons by setting the magnetic horn
current direction. The forward horn current (FHC) polarity
produces predominantly muon neutrinos. The reverse
horn current (RHC) polarity produces predominantly muon
antineutrinos. However both FHC and RHC contain anti-
neutrino and neutrino contamination, respectively, on the
order of a few percent. This cross-contamination results
from kaon decay producing neutrinos at the higher end of
the energy spectrum and from muon decay that creates
neutrinos at the lower end. The neutrino flux prediction
(see Fig. 1) used by MINERvA is derived from a
Geant4 simulation of the NuMI beamline which is con-
strained by measurements from neutrino-electron elastic
scattering [25,26].

III. NEUTRINO INTERACTION SIMULATION

Neutrino-nucleus interactions are simulated using
GENIE v2.12.6. GENIE [27] is a Monte Carlo (MC) neutrino
interaction event generator which simulates multiple neu-
trino-nucleus interaction channels exclusively, including
the three primary channels—charged current quasielastic
(CCQE), resonant pion production (RES), and deep inelas-
tic scattering (DIS)—as well as subdominant channels such
as charm and coherent pion production. The quasielastic
interactions are simulated using the Llewellyn-Smith
formalism [3] with BBBA05 vector form factor model-
ing [28], where the axial form factor uses the dipole form

with an axial mass of MA ¼ 0.99 GeV. The Rein-Sehgal
model [29] with axial mass of MRES

A ¼ 1.12 GeV is
employed to simulate resonance productions. DIS inter-
actions are simulated using the leading order model with
the Bodek-Yang prescription [30]. In addition, “two par-
ticle two hole” (2p2h) interactions are simulated using the
Valencia model [31–33] and coherent pion production is
simulated by the other Rein-Sehgal model [34]. The
nucleon initial states are simulated using the relativistic
Fermi gas model [35] with additional Bodek-Ritchie tail
[36] while the FSI is simulated using the INTRANUKE-hA
package [37], which is a hadronic cascade model. To better
describe MINERvA data, there are tunes applied to the
prediction of CCQE, RES, and 2p2h interactions, collec-
tively referred to as MINERvA tune v1, and described
in Ref. [38].
The coherent channel of GENIE does not simulate

coherent scattering off hydrogen atoms, e.g., diffractive
pion production. However, MINERvA data from its low-
energy beam showed that the contribution of the neutral
current (NC) diffractive process is sizable [39]. In order to
simulate this process, the charged current (CC) diffractive
model in GENIE, which is an implementation of the work by
Rein [40], is used with two modifications to turn the CC
model into an NC model by producing a neutrino in the
final-state, reducing the cross section by a factor of two for
the expected CC/NC ratio.

IV. ELECTRON RECONSTRUCTION
AND IDENTIFICATION

The reconstruction method employed in this analysis is a
combination of the MINERvA electron neutrino CCQE
measurement preformed with the LE dataset [23] and the
muon neutrino low-recoil analyses [13]. The electron
candidates are reconstructed using the same method as
used in the LE analysis but updated with retuned algorithms
to cluster hits from neutrino interactions in time and with
tracking improvements.
An inclusive electron neutrino charged-current interac-

tion sample is selected using the following four cuts. First,
events with any MINOS matched tracks are rejected.
Second, an electron candidate is constructed for each track
that originated from the most upstream vertex and is
contained in the MINERvA detector. The hits are consid-
ered as part of electron candidate if they are inside a
7.5 degree cone region with an apex at the event vertex and
axis along the track direction or a cylindrical region of
50 mm radius extending from the event vertex along the
track direction. If there is more than a three radiation length
separation between a hit and the next downstream hit, this
upstream hit will be tagged as the most downstream hit
considered part of the electron candidate. Third, the
collection of hits considered as the electron candidate is
tested by a k-nearest-neighbor classifier using three vari-
ables; mean dE=dx, the fraction of energy deposited at the

FIG. 1. Flux predictions for FHC mode (Left) and RHC mode
(Right). The contributions from all neutrino types are shown for
each beam mode.
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downstream end, and the median shower width [41]. The
classifier is trained to distinguish electromagnetic showers
from track like particles using simulated single particle
samples including electrons, muons, photons, changed
pions, and protons. Events are selected if there is at least
one electron candidate having a kNN score greater than 0.7.
Lastly, the energy of the electron candidate is measured by
employing a calorimetric sum of hit energies, corrected for
passive materials. We choose the most energetic electron
candidate as the primary candidate if multiple candidates
pass the threshold.

A. Electron and photon separation

Additional selections are necessary because the kNN
classifier is not optimized to distinguish between electrons
and photons. We use the minimal energy deposition in a
100 mm sliding window from 25 mm to 500 mm down-
stream of the event vertex (measured along track direction)
of the electron candidate as the discriminator and require
the dE=dx in the minimal window less than 2.4 MeV=cm
(see Fig. 2) to be considered as an electron. In addition, we
reject events with multiple vertices since they are more
likely to be a neutral-current interaction.

B. Reconstruction of visible calorimetric energy

The visible calorimetric energy is calculated as described
in the MINERvA muon neutrino low-recoil measure-
ment [13]. We assume that hits that are not included in
the electron candidate are the result of energy deposited by
the hadronic system. These hits are summed using the
calibrated visible energy in each subdetector and corrected
for passive material. We construct two hadronic energy
estimators using the visible energy in each subdetector to
estimate q0 and Eavail separately. The energy transfer q0 is
estimated by summing the visible energies in all subde-
tectors and applying a spline correction to offset the bias
observed by a MC study. Eavail is estimated [see Eq. (4)] by
summing up visible energies in the tracker and ECAL and
applying a constant scale factor independent of visible

energy. The spline correction applied to extract q0 is model
dependent, since it attempts to correct for energy that is not
calorimetrically visible in the detector, such as kinetic
energy of neutrons or rest masses of charged pions. For this
reason, cross sections are reported as a function of Eavail,
and q0 is only used as a subleading input to construct q3 as
described below. In addition, we estimate that 0.8% of the
EM shower energy leaks out of the electron candidate
on average using a simulation study and we therefore
correct the EM shower energy leakage from the recon-
structed Eavail and q0.
Finally, we reconstruct q3 using lepton kinematics and

reconstructed q0:

q3 ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
Q2 þ q20

q

Q2 ¼ 2ðEl þ q0Þ
�
El − jpl

!j cosðθlÞ
�
−m2

l : ð5Þ

V. BACKGROUNDS AND CONTROL SAMPLES

Figure 2 shows the distribution of the mean dE=dx
quantity described above for both data and simulation.
There is a large excess of data events in the background
dominated region with mean dE=dx > 2.4 MeV=cm.
This excess is similar to what was reported in

MINERvA’s LE data [23] and with the conclusion that
it may be explained through diffractive pion production.
NC diffractive π0 production is similar to NC coherent π0

production in that both are inelastic processes where a
lepton and a pion are produced in the forward direction
while leaving the struck nucleus in the ground state. The
square of the four-momentum transfer, jtj, must be small to
preserve the initial state of the nucleus. Since MINERvA’s
tracker material is a CH-based hydrocarbon, there is a
possibility a neutrino interaction will occur on a free
proton, referred to as diffractive pion production. Since
the proton is much less massive than a carbon nucleus, the
proton recoils visibly from the momentum imparted to the
target proton in the MINERvA detector. The recoiling
proton deposits its energy upstream of the “vertex” where
the π0 is identified as an electron candidate. There exists a
model for an NC Diffractive scattering process in GENIE,
from the work of Rein [40], that is valid for W > 2.0 GeV
but with an underestimated cross section GENIE’s imple-
mentation of the Rein model is used to predict this
background contribution.
We divide the background processes into two cases. The

first case is when a π0 is the only particle produced in the
neutrino interaction which is inclusive of coherent NC pion
production and NC diffractive pion production. The second
is when photons are produced from a π0 and additional
particles are also produced simultaneously including NC
incoherent pion production and nonelectron neutrino CC
pion production. Given the 2.5 GeV energy requirement of
the electron, the NC background typically consists of high

FIG. 2. RHC mean dE=dX distribution.
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hadronic invariant mass W2 events defined as

W2 ¼ M2 þ 2Mν; ð6Þ
where M is the nucleon mass. The exception are the NC
diffractive π0 and NC coherent π0 cases. Neutrino-electron
elastic scattering also contributes to the signal sample at
values of zero Eavail.

A. Background constraints

The backgrounds are constrained by examining side-
bands in the high dE=dx region which is further subdivided
into three separate regions used to separate π0 production
channels. We use two variables to define the sidebands;
upstream inline energy EUIE and extra energy ΨEEM.
Upstream inline energy is defined as the energy depositions
inside of a reversed 7.5° cone region, as shown in Fig. 3.
EUIE is the best discriminator between NC π0 coherent and
NC π0 diffractive events, allowing for the capture of
recoiling proton energy upstream of the event vertex.
ΨEEM is defined by the ratio of visible energy outside
of the electron cone to energy inside:

Ψ ¼ Eextra þ EUIE

EEM
: ð7Þ

The division of the sidebands regions are shown in Fig. 4
and summarized as the incoherent π0 region defined by

ψEEM > 0.5 GeV and dE=dx > 2.4 MeV=cm, the coher-
ent region defined by ψEEM < 0.5 GeV, EUIE < 10 MeV
and dE=dx > 2.4 MeV=cm, and the diffractive region
defined by ψEEM < 0.5 GeV, EUIE > 10 MeV and
dE=dx > 2.4 MeV=cm.
The normalization of the π0 backgrounds are each fitted

using distributions in both bins of Eavail vs q3 and Eavail vs
pT to obtain scale factors that represent the best estimate of
the normalization of data compared to the GENIE prediction.
The signal contribution is also tuned during this global
fitting due to its non-negligible contribution in the sideband
regions; however, this tune to the signal model is not
applied to the signal model after the determination of the
background from sidebands. The fitting process, which is
done through minimizing the negative log-likelihood
assuming Poisson distribution, is done in two steps. The
first global fit is done with RHC data inΨEEM vs pT in bins
of EEM which optimizes the NC coherent and diffractive
processes. The background predictions of the coherent
and diffractive π0 processes are updated by applying scale
factors on an event-by-event basis. The second global
fit is done in Eavail vs pT in bins of pT which optimizes
noncoherent π0 and signal processes separately for the
respective FHC and RHC samples. The applied scale
factors for the FHC and RHC analyses are found in
Tables I and II, respectively. Pretune and post-tune
distributions in the sideband regions can be found in
Figs. 5–10 for RHC and FHC, respectively.

FIG. 3. Graphic description of upstream inline energy. Up-
stream inline energy is defined as the energy deposited inside a
backward oriented 7.5° cone with its apex emanating from the
interaction vertex.

FIG. 4. Representation of signal and sideband regions with
respective cuts. The “excess” sideband has been subdivided into
low and high upstream inline energy.

TABLE I. FHC scale factors applied to π0 production processes.

EEM ðGeVÞ [2.5,5) [5,7.5) [7.5,10) [10,12.5) [12.5,15) [15,20)
Diffractive π0 3.385 7.413 9.535 15.95 23.21 9.807
Coherent π0 1.970 2.258 2.936 2.614 2.018 5.363

Pt
lep ðGeVÞ [0,0.2) [0.2,0.4) [0.4,0.6) [0.6,0.8) [0.8,1.0) [1.0,1.2) [1.2,1.6)

Noncoherent π0 0.6897 0.6945 0.7659 0.8151 0.9229 1.014 1.151
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1. Tensions in the FHC constraints

As noted above, the diffractive and NC coherent back-
grounds are estimated using the RHC samples because
those processes are a larger fraction of the low UIE and
high UIE sidebands, respectively in the RHC beam. How-
ever, in the high UIE and incoherent π0 FHC sideband, this
fit is unable to reproduce the shape of the data as a function
of Eavail, as shown in Fig. 11. Additional tunes and a
systematic uncertainty on those tunes were developed to
address this disagreement. We considered two alternate
hypotheses, neither of which describes the data well across
all of the sidebands. In the first, NC coherent and diffractive
processes are allowed to have an additional normalization
in the second global FHC fit. The rationale is that the

high-energy neutrino components in the two beams, above
the focusing peak, are different. This could affect the
relative event rates in the FHC and RHC samples if the
cross section has a poorly modeled rate as a function of
neutrino energy. In the second hypothesis, a subset of the
noncoherent π0 processes that dominates the region with
the observed high UIE disagreement (0.2 GeV < Eavail <
0.5 GeV and Pt

lep < 1 GeV) are enhanced independently

from other noncoherent π0 processes with a separate scale
factor. We use the average of these two fits as our base
background prediction, and take the difference between
the two as an assessment of the systematic uncertainty in
this procedure. Note that the background comes from all
of these contributions together, and so the systematic

FIG. 5. Prebackground tuned FHC (top) and RHC (bottom) pT

distribution for the incoherent π0 sideband (dE=dx>2.4MeV/cm,
ψ � Ee > 0.5 GeV).

FIG. 6. Postbackground tuned pT FHC (top) and RHC (bottom)
distribution for the incoherent π0 sideband (dE=dx>2.4MeV/cm,
ψ � Ee > 0.5 GeV).

TABLE II. RHC scale factors applied to π0 production processes.

EEM ðGeVÞ [2.5,5) [5,7.5) [7.5,10) [10,12.5) [12.5,15) [15,20)
Diffractive π0 5.03 7.868 7.095 10.114 10.767 4.134
Coherent π0 1.911 2.000 2.363 1.894 1.318 3.693

Pt
lep ðGeVÞ [0,0.2) [0.2,0.4) [0.4,0.6) [0.6,0.8) [0.8,1.0) [1.0,1.2) [1.2,1.6)

Noncoherent π0 1.156 1.074 1.044 1.083 1.072 1.198 1.336
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underprediction of the FHC high UIE sideband coupled
with the systematic underprediction of the incoherent π0

sideband do not indicate that the background is poorly
estimated.

B. Interpretation of the coherent and diffractive
contributions

As shown in Tables I and II, the scale factors for the
NC diffractive π0 background process as well as the NC
coherent π0 process are large. We believe the explanation
for these large-scale factors is that the diffractive and
coherent π0 processes are not well-modeled by our refer-
ence GENIE model. We will discuss in turn the evidence that
these events are in fact single π0 in nature, the relative
strength of the coherent and diffractive processes, and the
reliability of the model prediction as a function of Eπ0 .
Measurements of events from the sidebands targeting

coherent and diffractive π0 production, the low UIE and
high UIE sidebands respectively, do support the hypothesis
that these events have a high energy π0. Since electromag-
netic cascades spread out transversely to the direction of
propagation, there is a range of energy where single-photon
showers can be distinguished from multiphoton showers

based on transverse size. Median shower width, or median
transverse width, provides the extent to which an electro-
magnetic cascade spreads transversely to its direction of
propagation.
Figure 12 shows the post background tuned energy

outside the electron candidate cone and the vertex region,
referred to as the extra energy (Eextra). Most events from the
high and low UIE sidebands populate the first few bins and
are well-described. From these distributions, it is apparent
that the event has little nonshower activity. Additionally,
the post background tuned inline-upstream energy cone
distribution, shown in Fig. 13, indicates that the shape of
the diffractive and coherent processes agree with what we
would expect from energy upstream of the event vertex.
We note that the relative rate of the diffractive reaction,
with high upstream inline energy, and the coherent events,
with low upstream inline energy is consistent with naive
scaling arguments which would suggest a dependence on
the atomic number, A, somewhere between A1=3 and A2=3

between carbon and hydrogen. This suggests that the large
difference (approximately a factor of 30) between the
two energy regions as implemented in the GENIE model,
is incorrect.

FIG. 7. Prebackground tuned pT FHC (top) and RHC (bottom)
pT distribution for the coherent π0 (low UIE) sideband
(dE=dx > 2.4 MeV=cm, ψ � Ee < 0.5 GeV, Euie < 10 MeV).

FIG. 8. Postbackground tuned pT FHC (top) and RHC (bottom)
pT distribution for the coherent π0 (low UIE) sideband
(dE=dx > 2.4 MeV=cm, ψ � Ee < 0.5 GeV, Euie < 10 MeV).
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On the subject of the π0 energy dependence of the scale
factors, a separate MINERvA analysis studying neutrino-
induced coherent πþ production on different targets [42]
concluded that the Rein-Sehgal and PCAC-based Belkov-
Kopeliovich (B-K) models do not accurately describe the
angular dependence on θπ , the energy-dependence on Eπ ,
or the A-dependence. The fact that this is also seen in the
charged current analog reaction makes the energy depen-
dent scale factors needed in this analysis more plausible.

C. Background subtracted signal distributions

Figure 14 shows the lepton pT distribution for the signal
region for both FHC and RHC samples. The FHC sample
has approximately 46,700 selected events with a total
estimated background of 24,600 events. The RHC sample
has approximately 28,300 selected events and a total
estimated background of 8,000 events.

VI. SEPARATION OF νe AND νe EVENTS

While ν̄e and νe events are indistinguishable in data, the
MC simulation provides a prediction for the ν̄e contribution
to the FHC sample and the νe contribution to the RHC

sample. To correct for the contamination from these events in
the respective samples, we form an estimator based on FHC
data and the MC simulation that gives a prediction of the νe
background found in the RHC sample and vice versa. The
procedure is identical for the two measurements, so we will
describe the procedure to correct the RHC measurement.
In this procedure, a corrected FHC sample is used to

replace the MC prediction for the νe event rate in the RHC
sample. First a ratio of RHC/FHC νe events distributed in
true neutrino energy is formed, seen in Fig. 15 νe, as a
function of true neutrino energy. This ratio must be applied
to correct the FHC νe events to make a prediction for them
in RHC. To apply the correction to the data, a neutrino
energy estimator is developed out of the reconstructed
available energy and the reconstructed electron energy,

Eest ¼ Ee þ Eavail: ð8Þ

The accuracy of the formed energy estimator to predict the
true neutrino energy for the samples in this analysis is
shown in Fig. 16. The energy estimator value is then used to

FIG. 9. Prebackground tuned FHC (top) and RHC (bottom) pT

distribution for the diffractive π0 (high UIE) sideband
(dE=dx > 2.4 MeV/cm, ψ � Ee < 0.5 GeV, Euie > 10 MeV).

FIG. 10. Postbackground tuned FHC (top) and RHC (bottom)
pT distribution for the diffractive π0 (high UIE) sideband
(dE=dx > 2.4 MeV/cm, ψ � Ee < 0.5 GeV, Euie > 10 MeV).
The disagreement in FHC, as a result of tension between this
region and the incoherent π0 sideband, is discussed in the text.
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correct events on an event-by-event based by the ratio of the
fluxes in the two beams as shown in Fig. 15.
A complication is that in the data, there are background

contributions to the RHC samples, as well as contributions
from ν̄e. The simulation is used to predict the initial ν̄e
background to the RHC sample, and the other backgrounds
are predicted as described above with the tunes to the control
samples. Each of these contributions is weighted on an

event-by-event basis by the energy estimator from the recon-
struction, whether the source is data or simulation. After this
weighting, the RHC νe prediction is formed by taking the
corrected FHC data, and subtracting the corrected νe back-
ground prediction and the corrected other sources of back-
ground. Because the flux correction is made event-by-event,
these samples can be used to predict the background in the
measured reconstucted variables. This procedure is iterated
once, replacing the initial MC prediction of ν̄e events with
the data corrected version from this procedure. The resulting
background estimations, shown in Fig. 17, are less than a few
percent in most bins, and largest in high pT bins with high
Eavail in ν̄e sample or low Eavail in νe sample.

VII. MEASUREMENT OF DIFFERENTIAL
CROSS SECTIONS

Calculation of the flux-integrated differential cross
section per nucleon for kinematic variable x, in bins of
i, is measured by the following equation:

�
dσ
dx

�

i
¼

P
jUij

�
Ndata

j − Nbkg
j

�

ϵiTΦðΔxÞi
ð9Þ

FIG. 11. The high UIE sideband in FHC: demonstration of the
tension in the tuning, and the alternate scenarios considered for
(top) the coherent π0 (low UIE) sideband, (middle) the diffractive
π0 (high UIE) sideband, and (bottom) the incoherent π0 sideband.

FIG. 12. RHC energy outside of electron candidate cone and
vertex region in the diffractive π0 (high UIE) sideband region of
dE=dx > 2.4 MeV=cm, ψ � Ee < 0.5 GeV, Euie > 10 MeV.

FIG. 13. RHC upstream inline energy in the diffractive π0 (high
UIE) sideband region of dE=dx > 2.4 MeV=cm, ψ � Ee <
0.5 GeV, Euie > 10 MeV.
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where ðdσdxÞi is the differential cross section as function of x
at bin i, Uij is the unfolding matrix, Ndata

j is the measured

number of events in bin j of reconstructed variable x, Nbkg
j

is the predicted number of background events in bin

j, ϵi is estimated acceptance at bin i, T is number of
nucleon targets, Φ is integrated neutrino flux (or integrated
antineutrino flux), and ðΔxÞi is bin width normalization
of bin i.
The double differential cross sections d2σ=dEavaildq3

and d2σ=dEavaildpT are calculated using the selected
number of events and subtracting the number of

FIG. 15. Ratio of RHC/FHC νe in true neutrino energy.

FIG. 14. Postbackground tuned FHC (top) and RHC (bottom)
pT distribution for the signal region of dE=dx < 2.4 MeV=cm.

FIG. 16. Neutrino energy estimator vs true neutrino energy in
RHC.

FIG. 17. The top (bottom) plots show the scaled RHC (FHC)
prediction for the electron antineutrino background to the FHC
sample (electron neutrino background to the RHC sample)
compared to the prediction for pT < 1.6GeV=c.
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background events predicted by the simulation. An iterative
unfolding approach using the D’Agostini [43,44] method
as implemented in RooUnfold [45] was used to correct the
background-subtracted distributions for resolution effects.
Several unfolding studies were carried out using randomly
thrown pseudodata samples generated from alternate
physics models. The number of unfolding iterations is
determined through χ2 values calculated by comparing the
unfolded pseudodata with the truth pseudodata. The alter-
nate physics models used in the studies include modifica-
tion to the 2p2h enhancement to include a reweight giving
nn/pp or np pairs additonal strength and a modification of
RPA suppression affecting the low Q2 or high Q2 regions.
The result of the unfolding studies for both the ν̄e
(measured in the RHC beam) and νe (measured in the
FHC beam) analyses indicate that a different number of
unfolding iterations are required for the two different
distributions based on the different minimum χ2 values.
It is decided that Eavail vs pT will be unfolded with 10
iterations and Eavail vs q3 unfolded with 15 iterations.
The number of events after unfolding is then divided by

the efficiency. The ν̄e efficiency is found in Figs. 18
and 19 for the Eavail vs q3 and Eavail vs pT distributions,
respectively. In both cases, the efficiency decreases at
higher Eavail values. This is most likely because it is more
difficult for the tracking algorithm to reconstruct a proper

electron candidate track at higher Eavail due to the greater
amount of hadronic activity overlapping with EM showers.
The equivalent νe efficiencies are found in Figs. 20
and 21. The inefficiency for high Eavail events is due to
the overlapping of EM showers and hadronic activity. A
few bins near the limit of Eavail for a given q3 contain very
low statistics, making the evaluation of the efficiency
difficult. The efficiency in these low statistics bins are
estimated by the average of adjacent bins because the
efficiency is shown in nearby bins to be slowly varying.
These bins also have very high statistical uncertainties in
the final cross section results.
The normalization factors include 3.234 × 1030 nucleon

targets and the flux integral from 0 GeV to 100 GeV for a
total integrated flux value of Φ ¼ 2.34 × 1012 ν̄=cm2 for
the antineutrino analysis and Φ ¼ 6.7� 0.2 × 1011 ν=cm2

for the neutrino analysis. The double differential cross
sections d2σ=dEavaildq3 and d2σ=dEavaildpT are found in
Figs. 22 and 23 for the ν̄e analysis and Figs. 24 and 25 for
the νe analysis.

A. Systematic uncertainties

Statistical uncertainties dominate systematic uncertain-
ties in nearly every bin of these measurements. Uncertain-
ties on the measured cross sections can be categorized into

FIG. 18. ν̄e efficiency for Eavail vs q3 distribution.
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FIG. 19. ν̄e efficiency for Eavail vs pT distribution.

FIG. 20. νe efficiency for Eavail vs q3 distribution.
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FIG. 21. νe efficiency for Eavail vs pT distribution.

FIG. 22. A decomposition of the ν̄e cross section result into contributing interaction types in Eavail vs q3 on a y log scale. The y axis is
on a log scale truncated at 10−2 to enable a better view of the tail end of the cross section.
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FIG. 23. A decomposition of the ν̄e cross section result into contributing interaction types in Eavail vs pT on a y log scale. The y axis is
on a log scale truncated at 10−2 to enable a better view of the tail end of the cross section.

FIG. 24. A decomposition of the νe cross section result into contributing interaction types in Eavail vs q3.
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four major groups; flux, detector model, interaction model,
and MINERvA tunes. The breakdown of the ν̄e fractional
systematic uncertainty for d2σ=dEavaildq3 is shown in
Fig. 26 and d2σ=dEavaildpT in Fig. 27. The equivalent
plots for νe are shown in Figs. 28 and 29, respectively.
The uncertainties related to the flux can be broken down

into two major categories; focusing uncertainties associated
with all components related to the NuMI beam and hadron
production uncertainties related to the uncertainty of
hadron production from the proton beam incident on the
graphite target. The flux uncertainty is fairly constant with
Eavail and q3=pT , around 4.7%.
The detector model uncertainties consist of the uncer-

tainties pertaining to the simulation of particle propagation
through the detector, particle and kinematic reconstruction
and the particle response of the detector. The detector
model uncertainty can be broken into two groups; hadronic
energy and electron reconstruction. A systematic uncer-
tainty is assessed on the correction for leakage of electron
energy outside of the electron cone. The energy leakage
outside the cone leads to an overestimation of the available
energy. The energy leakage was estimated to be 0.8%
of the electron energy. We estimate the energy leakage by
simulating electron initiated showers with various energies
and angles. By comparing this simulation to our sample of

neutrino-electron elastic scattering (νþ e → νþ e) events,
we conclude that the simulation underestimates the energy
leakage by 5� 2 MeV, and the 2 MeV uncertainty from
this study is the assigned systematic uncertainty. The
leading uncertainty in q3 bins with the highest Eavail is
the leakage uncertainty. The highest pT bin shows large
systematic error values, similar to the GENIE error summary,
due to the low number of events in that bin. The leakage
uncertainty is the leading systematic uncertainty for the
lower pT bins.
The interaction model uncertainties encompass GENIE

interaction model uncertainties as well as GENIE final-state
interaction uncertainties. For the ν̄e analysis, the leading
systematic uncertainty for most bins is the axial mass MA
resonance production (MaRES) which adjusts the MA in
the Rein-Sehgal cross section, affecting the shape and
normalization. This next leading systematic is the MV
resonance production (MvRES), which adjusts the axial
vector mass MV in the Rein-Sehgal cross section, and the
charged current resonance normalizaion (NormCCRES)
that implements changes the normalization of CC Rein-
Sehgal cross section. As shown in Figs. 22 and 23, the CC
resonant pion production has a large contribution to the
cross section measurement. Since the GENIE MaRES and
MvRES parameters control resonant pion production it is

FIG. 25. A decomposition of the νe cross section result into contributing interaction types in Eavail vs pT .
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FIG. 26. ν̄e: Total cross section error summary broken down into four major subgroups for Eavail vs q3.

FIG. 27. ν̄e: Total cross section error summary broken down into four major subgroups for Eavail vs pT .
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FIG. 28. νe: Total cross section error summary broken down into four major subgroups for Eavail vs q3.

FIG. 29. νe: Total cross section error summary broken down into four major subgroups for Eavail vs pT .
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not surprising that they are among the leading contributors
to the uncertainty. For the ν̄e analysis, the probability for
elastic scattering of nucleons while conserving the total
rescattering probability (FrInelas_N), contributes to the
first bin of q3 and highest Eavail bin with less contribution
for higher q3 bins. Most likely this would include a neutron
losing a large amount of energy in a collision, resulting
with a proton in the final-state.
The systematic error breakdown for the MnvTunes

shows the low Q2 tune affects the highest bin of Eavail
for a given q3 and pT . This is expected because these are
the regions in which the process is most dominant. The
low-recoil 2p2h tune has a larger systematic uncertainty for
values of q3 compared to pT . The shifting of the 2p2h
model impacts the Eavail distribution and the effects are seen
more easily in q3 due to the model dependency.

B. Discussion and interpretation of antineutrino
and neutrino results

The measurement shows a larger antineutrino cross
section than predicted in the first bin of Eavail in the cross
section both for Eavail vs q3 in Fig. 22 and for Eavail vs pT as
seen in Fig. 23. The events predicted to populate the first
bin of available energy tend to be events where the final-
state is neutral, typically composed by neutrons, and in the
first bin of Eavail ∼ 60–90% of the model prediction
consists of charged current quasielastic events. The qua-
sielastic events are expected to be the dominant contributor
to the first Eavail bin because, in the absence of final-state
interactions, there is only a lepton and neutron in the
final-state.
Looking more closely at the q3 bin of 0.4–0.6 GeV in

Fig. 22, there is a population of inelastic events that leak
into the first bin of Eavail. It is possible that some type of
inelastic events with mostly neutrons in the final-state is not
being correctly simulated. It also could involve events
where the final-state pion does not have much energy and is
absorbed within the nucleus, resulting in only final-state
neutrons. The last proposal to explain the high cross section
in the first Eavail bin is that the MC simulation predicts
too many quasielastic events at higher values of Eavail.
Increasing the population of quasielastic MC events near
zero Eavail would improve this prediction.
In contrast to the antineutrino results there is a deficit of

data events over the simulated prediction for the neutrino
analysis found in the first bin of Eavail seen in the cross
section plots for both Eavail vs q3 as shown in Fig. 24 and
Eavail vs pT (Fig. 25) in lowest respective bins.

C. Comparison to muon neutrino and antineutrino
measurements

These results can be compared with MINERvA’s meas-
urement of the analogous samples from muon neutrinos
and antineutrinos. However, there are differences in the
measurements that make a direct comparison challenging.

In particular, all of the measurements of muon neutrino and
antineutrino processes are made with neutrino spectra
which are substantially different than the ones measured
in these results.
The ν̄e cross section result would be most appropriately

compared with MINERvA’s low-recoil LE ν̄μ result [46]. In
addition to the flux differences, there are also selection
differences between the two analyses, so the signal defi-
nitions are not identical. The ν̄μ result requires a lepton
momentum of greater than 1.5 GeV, while the ν̄e analysis
requires lepton energy greater than 2.5 GeV to eliminate a
large π0 background at low electron energy. In addition, the
ν̄e analysis has no scattering angle requirements while the
ν̄μ analysis requires the lepton scattering angle to be less
than 20 degrees due to the difficulty of reconstructing high
angle muons. The analyses are also reported using different
binning. Table III shows a binning comparison between
the ME and LE results for Eavail and Table IV shows the
comparison for q3.
Lastly, the two analyses took different approaches in

unfolding. The ν̄e unfolds using coarse binning and a large
number of iterations and the ν̄μ analysis unfolds using fine
binning and a small number of iterations. This is due in
large part to the difference in observables. The ME ν̄e
analysis has to account for the energy leakage outside the
electron cone and into the available energy. Overall, the LE
ν̄μ has a much better energy resolution compared to the ν̄e

TABLE III. Comparison between the Eavail binning used for the
low-recoil ME ν̄e analysis (left) and the low-recoil LE ν̄μ analysis
(right). The ν̄e binning is truncated at 0.5 GeV for the comparison
to LE but the results are reported up to 1.2 GeV.

ME ν̄e LE ν̄μ

0.0 < Eavail ðGeVÞ < 0.04 0.0 < Eavail ðGeVÞ < 0.03
0.04 < Eavail ðGeVÞ < 0.08 0.03 < Eavail ðGeVÞ < 0.07
0.8 < Eavail ðGeVÞ < 0.12 0.07 < Eavail ðGeVÞ < 0.17
0.12 < Eavail ðGeVÞ < 0.16 0.17 < Eavail ðGeVÞ < 0.27
0.16 < Eavail ðGeVÞ < 0.24 0.27 < Eavail ðGeVÞ < 0.35
0.24 < Eavail ðGeVÞ < 0.32 0.35 < Eavail ðGeVÞ < 0.5
0.32 < Eavail ðGeVÞ < 0.4
0.4 < Eavail ðGeVÞ < 0.5

TABLE IV. Comparison between the q3 binning used for the
low-recoil ME ν̄e analysis (left) and the low-recoil LE ν̄μ analysis
(right).

ME ν̄e LE ν̄μ

0.0 < q3 ðGeVÞ < 0.2 0.0 < q3ðGeVÞ < 0.2
0.2 < q3 ðGeVÞ < 0.4 0.2 < q3 ðGeVÞ < 0.3
0.4 < q3 ðGeVÞ < 0.6 0.3 < q3 ðGeVÞ < 0.4
0.6 < q3 ðGeVÞ < 0.8 0.4 < q3 ðGeVÞ < 0.5
0.8 < q3 ðGeVÞ < 1.0 0.5 < q3 ðGeVÞ < 0.6
1.0 < q3 ðGeVÞ < 1.2 0.6 < q3 ðGeVÞ < 0.8
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analysis. With the consideration of the differences between
the two analyses, the cross section result for the LE ν̄μ is
shown in Fig. 30 and the relevant cross section bins for the
ν̄e are shown in Fig. 31.

There are similar features between the two results. As
expected in the cross section model prediction, both cross
section results have quasielastic events as the dominant
contributor in the first bin of Eavail. There is a population of

FIG. 30. d2σ=dEavaildq3 cross section per nucleon compared to the model with RPA and tune 2p2h components. Figure from
Ref. [46].

FIG. 31. The ν̄e cross section result truncated at 0.8 GeV on logy scale in q3 for comparison to the LE result.
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2p2h events for values of low Eavail. The delta resonance
becomes the dominant process at the higher values of
Eavail in both predicted cross sections. There is a noticeable
difference between the data results for values of ∼Eavail >
0.2 GeV. The reference MC prediction for the ν̄μ cross
section consistently exceeds the data while the ν̄e prediction
falls below the data.
Both cross section results contain many events that have

no available energy. This creates a sharp peak at zero Eavail
followed by a cross section that falls slowly compared
to the size of the peak in the first Eavail bin. Therefore, to
compare the first two Eavail bins for both results we assume
that the peak at zero Eavail is a Kronecker delta function-like

peak and the remaining cross section distribution is flat. To
determine the magnitude of the delta function we subtract
the second Eavail bin from the first, or the flat distribution
from the peak, leaving us with a dσ=dEavail value. We
multiply dσ=dEavail by the bin width so that we end up with
a cross section that is differential in each q3 bin. This
process is repeated for each result’s data and MC values.
The resultant bin combination for the two samples are
0.0 < Eavail ðGeVÞ < 0.08 for the ν̄e cross section result
and 0.0 < Eavail ðGeVÞ < 0.07 for the ν̄μ cross section
result. Tables VI and VII summarize the results. Tables VIII
and IX are the correlation matrices for the reported bins
with the correlation matrix ordering defined in Table V.

TABLE V. Correlation matrix ordering for both results. Values in the table refer to bin numbers. Note that the
correlation matrix value for the data/MC peak is equivalent to the estimated peak at zero value.

0.0 < q3 ðGeVÞ < 0.2 0.2 < q3 ðGeVÞ < 0.4

Estimated peak at zero 1 3
Subtraction size from first bin 2 4

0.4 < q3 ðGeVÞ < 0.6 0.6 < q3 ðGeVÞ < 0.8

Estimated peak at zero 5 7
Subtraction size from first bin 6 8

TABLE VI. Summary of results for ME ν̄e.

0.0 < q3 ðGeVÞ < 0.2 Diagonal uncertainty

Estimated data peak at zero 0.99 0.20
Data subtraction size from first bin 0.015 0.005
Estimated MC peak at zero 0.52 n=a
MC subtraction size from first bin 0.01 n=a
Data/MC peak at zero 1.90 0.38

0.2 < q3 ðGeVÞ < 0.4 Diagonal uncertainty

Estimated data peak at zero 2.18 0.35
Data subtraction size from first bin 0.36 0.09
Estimated MC peak at zero 1.87 n=a
MC subtraction size from first bin 0.29 n=a
Data/MC peak at zero 1.17 0.19

0.4 < q3 ðGeVÞ < 0.6 Diagonal uncertainty

Estimated data peak at zero 3.12 0.45
Data subtraction size from first bin 0.67 0.13
Estimated MC peak at zero 2.43 n=a
MC subtraction size from first bin 0.79 n=a
Data/MC peak at zero 1.53 0.18

0.6 < q3 ðGeVÞ < 0.8 Diagonal uncertainty

Estimated data peak at zero 3.24 0.40
Data subtraction size from first bin 0.51 0.08
Estimated MC peak at zero 2.05 n=a
MC subtraction size from first bin 0.52 n=a
Data/MC peak at zero 1.58 0.19
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TABLE VII. Summary of results for LE ν̄μ.

0.0 < q3 ðGeVÞ < 0.2 Diagonal uncertainty

Estimated data peak at zero 0.73 0.078
Data subtraction size from first bin 0.00 0.000
Estimated MC peak at zero 0.9 n=a
MC subtraction size from first bin 0.08 n=a
Data/MC peak at zero 0.74 0.08

0.2 < q3 ðGeVÞ < 0.4 Diagonal uncertainty

Estimated data peak at zero 3.1 0.33
Data subtraction size from first bin 0.38 0.06
Estimated MC peak at zero 2.55 n=a
MC subtraction size from first bin 0.36 n=a
Data/MC peak at zero 1.15 0.12

0.4 < q3 ðGeVÞ < 0.6 Diagonal uncertainty

Estimated data peak at zero 4.1 0.51
Data subtraction size from first bin 0.66 0.12
Estimated MC peak at zero 3.46 n=a
MC subtraction size from first bin 0.51 n=a
Data/MC peak at zero 1.16 0.14

0.6 < q3 ðGeVÞ < 0.8 Diagonal uncertainty

Estimated data peak at zero 3.5 0.42
Data subtraction size from first bin 0.44 0.06
Estimated MC peak at zero 2.91 n=a
MC subtraction size from first bin 0.26 n=a
Data/MC peak at zero 1.20 0.15

TABLE VIII. Correlation matrix for ME ν̄e result for relevant bins.

1.00 0.47 0.16 −0.03 0.36 0.04 0.36 0.15
0.47 1.00 −0.06 0.51 0.07 0.27 0.13 0.04
0.16 −0.06 1.00 −0.32 0.49 −0.30 0.51 −0.21
−0.03 0.51 −0.32 1.00 −0.30 0.60 −0.30 0.42
0.36 0.07 0.49 −0.30 1.00 −0.26 0.53 −0.26
0.04 0.27 −0.30 0.60 −0.26 1.00 −0.30 0.72
0.36 0.13 0.51 −0.30 0.53 −0.30 1.00 −0.14
0.15 0.04 −0.21 0.42 −0.26 0.72 −0.14 1.00

TABLE IX. Correlation matrix for the LE ν̄μ result for relevant bins.

1.00 0.00 0.82 0.37 0.67 0.38 0.56 0.42
0.00 0.00 0.00 0.00 0.00 0.00 0.00 0.00
0.82 0.00 1.00 0.19 0.83 0.30 0.76 0.38
0.37 0.00 0.19 1.00 0.21 0.75 0.01 0.70
0.67 0.00 0.83 0.21 1.00 0.32 0.86 0.38
0.38 0.00 0.30 0.75 0.32 1.00 0.10 0.85
0.56 0.00 0.76 0.01 0.86 0.10 1.00 0.24
0.42 0.00 0.38 0.70 0.38 0.85 0.24 1.00
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The conclusion drawn from the comparison between the
data/MC peak at zero is that the ME ν̄e result is consistent
with the LE ν̄μ result in all q3 bins except the first. The ME
ν̄e result has a significant enhancement over the simulation.
Similarly, we can in addition compare the νe cross

section result with MINERvA’s low-recoil ME νμ result [14].
As with the comparison above for the ν̄e, there are
significant differences between the νe and νμ analyses
including the flux and features of the reconstruction. The
cross section results of (νμ ME and νe) are compared in
Fig. 32. We conclude the νe result is qualitatively consistent
with the νμ results, except in the lowest q3 and Eavail bin
where there is some indication of a difference. In this bin
the measured νe cross section is smaller than the νμ cross
section, albeit with large uncertainties.
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