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We consider the volume of the gauge orbit space for gauge fields on four-dimensional complex
projective space. The analysis uses a parametrization of gauge fields where gauge transformations act
homogeneously on the fields, facilitating a manifestly gauge-invariant analysis. The volume element
contains a four-dimensional Wess-Zumino-Witten (WZW) action for a Hermitian matrix-valued field.
There is also a masslike term for certain components of the gauge field. We discuss how the mass term
could be related to results from lattice simulations as well as Schwinger-Dyson equations. We argue for a
kinematic regime where the Yang-Mills theory can be approximated by the 4d-WZW theory. The result is
suggestive of the instanton liquid picture of QCD. Further it is also indicative of the mechanism for
confinement being similar to what happens in two dimensions.
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I. INTRODUCTION

In this paper, we continue our analysis of quantum fields
on the manifold CP2 focusing on the gauge-invariant
volume element relevant to the functional integration over
gauge fields [1]. As is well known, in a gauge theory, the
physical degrees of freedom correspond to the space of all
gauge potentials (A) modulo the set of all gauge trans-
formations which are set to the identity at some chosen
point of the spacetime manifold (G�). The volume element
on the gauge orbit space C ¼ A=G� is what appears in the
functional formulation of gauge theories, eliminating the
redundant degrees of freedom corresponding to gauge
transformations. Despite being a key foundational ingre-
dient for the quantum description of gauge theories, there is
no satisfactory expression for this volume element for
four-dimensional non-Abelian gauge theories [2]. While
perturbation theory is well understood by use of gauge
fixing and Faddeev-Popov ghosts, or, equivalently,
via the Becchi-Rouet-Stora-Tyutin procedure, an analytic
approach to nonperturbative questions such as confinement
remains elusive.

The motivation to consider non-Abelian gauge theories
on the manifold CP2 is from two and three dimensions. In
two dimensions, it is possible to calculate the volume
element for C exactly in terms of a Wess-Zumino-Witten
(WZW) action [3]. The same calculation placed within a
Hamiltonian formulation of (2þ 1)-dimensional gauge
theories has led to an analytic formula for the string tension
[4,5] which agrees very well, to within about 2%, with the
results from numerical simulations [6]. Another prediction
regarding the Casimir effect for non-Abelian gauge theories
also seems to agree, to within one percent or so, with
numerical estimates [7]. The key feature which facilitated
such calculations was the complex structure of the two-
dimensional spaces and an associated parametrization of
gauge potentials which allowed for factoring out gauge
transformations and reduction to gauge-invariant degrees of
freedom in a simple way. The manifold CP2 then emerges
as the natural candidate for a similar scenario in four
dimensions. This is a complex Kähler manifold with a
standard choice of metric as the Fubini-Study metric which
is given in local complex coordinates za, z̄ā, a ¼ 1, 2,
ā ¼ 1, 2, by

ds2 ¼ dz · dz̄
ð1þ z · z̄=r2Þ −

z̄ · dzz · dz̄
r2ð1þ z · z̄=r2Þ2 ¼ gaādzadz̄ā: ð1Þ

Here r is a scale parameter defining the volume of the space
as π2r4=2. As r → ∞, the metric becomes flat (albeit
modulo some global issues), so that one can compare
results with expectations in flat space. The main advantage
is that CP2 ¼ SUð3Þ=Uð2Þ, so that, utilizing group
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theoretic techniques, one can obtain a parametrization of
gauge fields similar to what was obtained in two dimen-
sions. This was indicated in [8] and explained in detail in
[1]. In the latter paper, we calculated the leading quantum
corrections, i.e., monomials of fields and derivatives of the
lowest dimensions generated by loops, due to a chiral scalar
field on CP2 coupled to gauge fields. The effective action
from integrating out the scalar fields comprised of a
quadratic divergence corresponding to a possible gauge-
invariant mass term, standard logarithmic divergences
corresponding to wave function and/or coupling constant
renormalization and a finite WZW action, which is a
dimensionally upgraded version of the 2d-WZW action.
The natural next set of questions will be about contributions
due to the gauge fields themselves, with the volume
element on C being a key part of the one-loop results.
This is the subject of the present paper.
The organization of the paper is as follows. The para-

metrization of the gauge fields and the factoring out of the
gauge degrees of freedom are reviewed in Sec. II. The
formal expression for the volume element for the gauge
orbit space C ¼ A=G� is given in Sec. III, where we also
identify the relevant Jacobian determinant to be calculated.
In addition to the scalar propagator on CP2 (with hyper-
charge Y ¼ 0), which was calculated in [1], we will need
the propagator for an antisymmetric rank-2 tensor (with
Y ¼ −2). This is calculated in Sec. IV. A covariant point-
splitting regularization, consistent with the isometries of
CP2, is discussed in Sec. V. In Sec. VI, we give the key
results of our calculations. We have calculated the terms of
the lowest scaling dimension (≤4), which are presumably
the most relevant for the long-wavelength modes of the
fields. These include a four-dimensional WZW term with a
finite coefficient, a mass-like term with a quadratically
divergent coefficient and a set of log-divergent terms of
dimension 4. The physical implications of these results are
discussed in Sec. VII. There are two appendixes which give
details of the calculations for the WZW term and the UV-
divergent terms.

II. PARAMETRIZATION OF GAUGE FIELDS

We start by recalling the parametrization of the gauge
fields introduced in [1]. The manifoldCP2 is taken to be the
group coset space CP2 ¼ SUð3Þ=Uð2Þ, so that it can be
coordinatized in terms of a group element g ∈ SUð3Þ,
with identification g ∼ gh, h ∈ Uð2Þ ⊂ SUð3Þ. Thus Uð2Þ
defines the local isotropy group.As a result, vectors, tensors,
etc., transform as specific nontrivial representations ofUð2Þ.
Consider the group g ∈ SUð3Þ defined in its fundamental

representation as a 3 × 3 unitary matrix g of unit determi-
nant. It may be taken to be of the form g ¼ expðitaφaÞ,
where ta form a basis for traceless Hermitian 3 × 3matrices,
with TrðtatbÞ ¼ 1

2
δab, and φa are the coordinates for SUð3Þ.

The SUð2Þ ⊂ Uð2Þ subgroup is the standard isospin
subgroup, defined by the upper left 2 × 2 block, and

corresponding to the generators ta, a ¼ 1, 2, 3. The Uð1Þ
part of Uð2Þ is defined by the hypercharge transformations,
with the generator Y ¼ 2t8=

ffiffiffi
3

p
. We also define right trans-

lation operators on g by Rag ¼ gta. In terms of the frame
fields Ea

i for SUð3Þ, we may write these as differential
operators:

g−1dg¼−itaEa
i dφ

i; Ra¼ iðE−1Þia
∂

∂φi ; Rag¼gta: ð2Þ

Translations on CP2 correspond to the coset directions ta,
a ¼ 4, 5, 6, 7, and we can define the complex translation
operators as

R�1 ¼ R4 � iR5; R�2 ¼ R6 � iR7: ð3Þ

These will be denoted by Ri and Rī, i; ī ¼ 1, 2.
Functions on CP2 are invariant under the Uð2Þ sub-

group. So they admit a mode expansion of the form

FðgÞ ¼
X
s;A

CðsÞ
A DðsÞ

A;wðgÞ ¼
X
s;A

CðsÞ
A hs; Ajĝjs; wi: ð4Þ

Here DðsÞ
ABðgÞ ¼ hs; Ajĝjs; Bi are the finite-dimensional

unitary representation matrices for SUð3Þ and in (4) the
states on the right, namely, js; wi are invariant under the
Uð2Þ subgroup of SUð3Þ. The action of Ra on DðsÞ

ABðgÞ is
given by

Rahs;Ajĝjs;Bi¼hs;AjĝTajs;Bi¼hs;Ajĝjs;CiðTaÞCB; ð5Þ

where Ta are the matrix representatives of ta in the
representation designated by s. The invariance condition
for functions may therefore be stated as

Tajs; wi ¼ 0; a ¼ 1; 2; 3; 8: ð6Þ

In more detail, we can specify a state js; Ai ¼ ja1a2…ap;
b1b2…bqi corresponding to a finite-dimensional SUð3Þ
representation of the form T

a1a2…ap
b1b2…bq

, ai; bj ¼ 1, 2, 3. We

will refer to this as a ðp; qÞ-type representation. These are
totally symmetric in all the upper indices ai’s and totally
symmetric in all the lower indices bj’s with the trace (or any
contraction between any choice of upper and lower indices)
vanishing. Under the action of g ∈ SUð3Þ, Ta1a2…ap

b1b2…bq
trans-

form as

T
a1a2…ap
b1b2…bq

→ ðg�a1a01g�a2a02…Þðgb1b01gb2b02…ÞTa0
1
a0
2
…a0p

b0
1
b0
2
…b0q

ð7Þ

For functions, we need hs; Ajĝjs; wi, with states of the
ðp; pÞ type, with js; Ai being general and
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js; Ai ¼ j333…; 333…i: ð8Þ

Vectors on CP2 must transform the same way as R�i, so
they must be doublets of SUð2Þ ⊂ SUð3Þ and must carry
hypercharge Y ¼ �1. Derivatives of functions of the form
R�if obviously satisfy this requirement. Another possibil-
ity is given by representations of the type ðpþ 3; pÞ and
ðp; pþ 3Þ, so that a general parametrization of a vector
takes the form

Ai ¼ −Rif − ηiīϵ
ī j̄
X
s;A

CðsÞ
A hs; Ajĝjj̄33…; 33…i;

Āī ¼ −Rīf̄ − ηīiϵ
ij
X
s�;A

Cðs�Þ
A hs�; Ajĝj33…; j33…i: ð9Þ

The particular state jj̄33…; 33…i [of the ðpþ 3; pÞ type]
can be obtained, by the application of Rj̄, from the SUð2Þ
invariant states, with all indices equal to 3, as

ηiīϵ
ī j̄jj̄33…; 33…i ¼ ηiīϵ

ī j̄Rj̄j33…; 33…i; ð10Þ

where ηiī ¼ δiī is the metric for CP2 in the tangent frame
and ϵī j̄ is the Levi-Civita tensor. With a similar result for
the conjugate representation, the parametrization (9) can be
written as

Ai ¼ −Rif − ηiīϵ
ī j̄Rj̄χ;

Āī ¼ −Rīf̄ − ηīiϵ
ijRjχ̄: ð11Þ

In a coordinate basis, rather than the tangent frames we
have used above, this becomes

Ak ¼−∇kfþgkk̄∇̄m̄χ
k̄ m̄; Āk̄ ¼ ∇̄k̄f̄−gk̄k∇mχ̄

km; ð12Þ

where χk̄ m̄ and χ̄km are antisymmetric rank-two tensors,
which for dimensional reasons, are proportional to ϵk̄ m̄ and
ϵkm and so can be reduced to χ and χ̄.
The non-Abelian generalization of (12) leads to the

following parametrization for the gauge potentials:

Ai ¼ −∇iMM−1 þ giīD̄j̄ϕ
ī j̄;

Āī ¼ M†−1∇̄īM
† − gīiDjϕ

†ij: ð13Þ

In these expressions, M and M† are complex matrices
which are elements of SLðN;CÞ if the gauge group is
SUðNÞ; i.e., they are N × N complex matrices with
determinant equal to 1. (More generally, M and M† will
be in the complexification of the gauge group.) Further,
ϕī j̄ ¼ ϵī j̄ϕ and ϕ†ij ¼ ϵijϕ† are also complex N × N
matrices in the Lie algebra of SLðN;CÞ. We also use an
anti-Hermitian basis for the fields, so that Āī ¼ −ðAiÞ†. The
derivatives Dj and D̄j̄ in (13) are defined by

DjΦ ¼ ∇jΦþ ½−∇jMM−1;Φ�;
D̄j̄Φ ¼ ∇̄j̄Φþ ½M†−1∇̄j̄M

†;Φ�: ð14Þ

We have written these in terms of the action on a field Φ
(like ϕ or ϕ†) which transforms under the adjoint repre-
sentation of the gauge group, i.e., as Φ → UΦU†, where
U ∈ SUðNÞ is the gauge transformation. The gauge trans-
formation of the matrices M and M† is given by M → UM
and M† → M†U†. We can then see that the potentials in
(13) transform as connections. It is sufficient to use just
ð−∇jMM−1;M†−1∇̄j̄M

†Þ in Dj and D̄j̄ to ensure that DjΦ
and D̄j̄Φ transform covariantly under gauge transforma-
tions. ð∇j; ∇̄j̄Þ are also taken to be Levi-Civita covariant, so
that (13) behave correctly under gauge and coordinate
transformations.
It is possible to write the parametrization (13) in terms of

manifestly gauge-invariant fields by using the identities

D̄j̄ϕ
ī j̄ ¼ ∇̄j̄ϕ

ī j̄ þ ½M†−1∇̄j̄M
†;ϕī j̄�

¼ M½∇̄j̄ðM−1ϕMÞī j̄ þ ½H−1∇̄j̄H; ðM−1ϕMÞī j̄��M−1

¼ MðD̄j̄ðM−1ϕMÞī j̄ÞM−1 ¼ MðD̄j̄χ
ī j̄ÞM−1;

Djϕ
†ij ¼ M†−1ðDjχ

†ijÞM†: ð15Þ

Here χ ī j̄ ¼ ϵī j̄ðM−1ϕMÞ, χ†ij ¼ ϵijðM†ϕ†M†−1Þ and H ¼
M†M. The derivatives D̄j̄ and Dj are defined using the
connections H−1∇̄j̄H and −∇jHH−1; i.e.,

D̄j̄Φ ¼ ∇̄j̄Φþ ½H−1∇̄j̄H;Φ�;
DjΦ ¼ ∇jΦþ ½−∇jHH−1;Φ�: ð16Þ

By virtue of (15), the parametrization (13) can be written as

Ai ¼ −∇iMM−1 þMðgiīD̄j̄χ
ī j̄ÞM−1;

Āī ¼ M†−1∇̄īM
† þM†−1ð−gīiDjχ

†ijÞM†: ð17Þ

Another equivalent version is given by

Ai ¼ −∇iMM−1 −MaiM−1;

Āī ¼ M†−1∇̄īM
† þM†−1āīM

†;

ai ¼ −M−1giīD̄j̄ϕ
ī j̄M ¼ −giīD̄j̄χ

ī j̄;

āī ¼ −M†gīiDjϕ
†ijM†−1 ¼ −gīiDjχ

†ij ¼ ai†: ð18Þ

Notice that ai and āī obey the conditions

gk̄iD̄k̄ai ¼ −D̄īD̄j̄χ
ī j̄ ¼ 0; gkīDkāī ¼ 0; ð19Þ

so that, effectively, they have only one independent compo-
nent each.

GAUGE AND SCALAR …. II. THE MEASURE FOR … PHYS. REV. D 106, 085013 (2022)

085013-3



The gauge-invariant degrees of freedom are given by
H¼M†M and χ¼M−1ϕM, χ†¼M†ϕ†M†−1. Equivalently,
they may be taken asH ¼ M†M and ai, āī, where there are
the additional constraints (19). Yet another choice, also
equivalent to the above mentioned ones, would be
χ0 ¼ M†ϕM†−1, χ0† ¼ M−1ϕ†M and H ¼ M†M. From
the point of view of carrying out the functional integration,
these fields are the coordinates for the gauge-orbit space C.
A polar decomposition of M as M ¼ Uρ, where ρ is
Hermitian, allows us to factor out the gauge degrees of
freedom and define a volume measure on C ¼ A=G�. This
will be taken up in the next section.
An interesting feature which is worthy of comment is

the holomorphic ambiguity or redundancy of the para-
metrization (13) or (18). Notice that ðM; ai;M†; āīÞ and
ðMV̄ðx̄Þ; V̄−1ðx̄ÞaiV̄ðx̄Þ; VðxÞM†; VðxÞāīV−1ðxÞÞ lead to
the same gauge potentials, where VðxÞ is an SLðN;CÞ
matrix with matrix elements which are holomorphic func-
tions and V̄ðx̄Þ is a similar antiholomorphic matrix. Thus
there is a certain ambiguity in how the matrices M and M†

can be chosen if ðAi; ĀīÞ are given. On CP2, there are no
globally defined holomorphic or antiholomorphic func-
tions, except for a constant. So there are no additional
degrees of freedom associated with this. However, as
mentioned in [1], this feature may be useful with locally
defined V and V̄ to express fields in a nonsingular way in
various coordinate patches.
We close this section with another comment on the

uniqueness of the parametrization of the fields. This will be
important for the metric and volume element which we
consider in the next section. We have argued, based on the
group theoretic counting of functional degrees of freedom,
that any vector can be parametrized as in (11); hence any
gauge potential onCP2 can be written in terms ofM,M†, χ,
and χ†. The construction of Ai and Āī from the data
ðM;M†; χ; χ†Þ is thus clear. Conversely, we can ask
whether we can construct ðM;M†; χ; χ†Þ from ðAi; ĀīÞ.
This can indeed be done, as explained in some detail in [1].
The fields ðM;M†; χ; χ†Þ will be nonlocal functions of
Ai; Āī and their derivatives, consistent with the fact that
there is no way to factor out the gauge degrees of freedom
and obtain (unconstrained) gauge-invariant degrees of
freedom in a local way in terms of Ai and Āī.

III. THEMETRIC ANDVOLUMEELEMENT FOR C

We now turn to themetric on the space of gauge potentials
(A) and the reduction of the associated volume element to the
gauge orbit space A=G�. The starting point is the standard
Euclidean metric on the space of the fields A, given by

ds2 ¼ −
Z

dμgiīTrðδAiδĀīÞ: ð20Þ

Here dμ denotes the volume element for CP2. In terms of
the parametrization of the fields (13), we find

δAi ¼ −Diθ þ giīϵ
ī j̄ðD̄j̄δϕþ ½D̄j̄θ

†;ϕ�Þ
¼ −Diθ þ ½θ†;MaiM−1� þ giīϵ

ī j̄D̄j̄δϕ
0;

δĀī ¼ D̄īθ
† − gīiϵ

ijðDjδϕ
† − ½Djθ;ϕ†�Þ

¼ D̄īθ
† þ ½θ;M†−1āīM

†� − gīiϵ
ijDjδϕ

0†; ð21Þ

where θ ¼ δMM−1, θ† ¼ M†−1δM†, δϕ0 ¼ δϕþ ½θ†;ϕ�,
and δϕ0† ¼ δϕ† − ½θ;ϕ†�. We have also used the definition
of ai, āī from (18). Upon using (21) in (20) and carrying out
some integrations by parts, we find

ds2 ¼
Z

dμTr½θ†ð−D̄ ·DÞθ þ δϕ0ð−D̄ ·DÞδϕ0†

þ θ†giī½MaiM−1; ½M†−1āīM
†; θ��

þ θgiī½M†−1āīM
†; Diθ� − θ†giī½MaiM−1; D̄īθ�

þ θϵī j̄½M†−1āīM
†; D̄j̄δϕ

0�
− θ†ϵij½MaiM−1; Djδϕ

0†��: ð22Þ

We can write this as a quadratic form:

ds2 ¼ 1

2

Z
dμ ξ†αMαβξ

β; ξ ¼ ðθ; θ†; δϕ0; δϕ0†Þ: ð23Þ

We have written this in terms of components in the Lie
algebra of the gauge group SUðNÞ by taking ξ ¼ ξαð−itαÞ,
where tα form a basis for the Lie algebra. It is useful to
compare this with the metric

ds20¼
1

2

Z
dμξ†αξα¼

Z
dμ½θ†αθαþδϕ0αδϕ0†α�

¼
Z

dμ½ðM†−1δM†ÞαðδMM−1ÞαþHαβ
Adjδχ

0αδχ0†β�: ð24Þ

In the second line, we used the fact that δχ0 ¼
δðM†ϕM†−1Þ ¼ M†δϕ0M†−1 and its conjugate version to
rewrite the last term. Further Hαβ

Adj is the adjoint represen-

tation of H defined by Hαβ
Adj ¼ −2TrðH−1tαHtβÞ.

From the structure of (23), we see that the volume
element takes the form dV ¼ ffiffiffiffiffiffiffiffiffiffiffiffiffi

detM
p

dV0, where dV0 is
the volume element corresponding to (24). The first term in
(24) is the integral over CP2 of the Cartan-Killing metric
for SLðN;CÞ. The corresponding volume element is thus
the product over all points of the Haar measure for
SLðN;CÞ. Using the polar decomposition M ¼ Uρ, where
ρ is Hermitian, and writing out the differential form of the
top rank, we can see that this gives the volume elementQ

x½dU�dμðHÞ, where dU is the volume of SUðNÞ and
dμðHÞ is the Haar measure for SLðN;CÞ=SUðNÞ. Further,
since Hαβ has unit determinant, we can write the volume
element of ds20 as
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dV0 ¼
Y
x

½dU�dμðHÞdχ0dχ0†: ð25Þ

Finally going back to (23), we get the corresponding
volume element as

dV ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
detM

p Y
x

½dU�dμðHÞdχ0dχ0†: ð26Þ

We can now factor out the volume of gauge transforma-
tions, i.e., factor out

Q
x½dU� to obtain the volume element

for C ¼ A=G� as

dμ½C� ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
detM

p Y
x

dμðHÞdχ0dχ0†: ð27Þ

The differentials appearing in this expression are for gauge-
invariant fields.
The next step is the calculation of the determinant ofM.

For this, it is simpler to write the determinant as a functional
integral over a set of auxiliary fields B, B̄, C, and C̄.
Explicitly,

1ffiffiffiffiffiffiffiffiffiffiffiffiffi
detM

p ¼
Z

½dBdB̄dCdC̄�e−S0−S1 ; ð28Þ

where

S0 ¼
Z

dμ½C̄αð−D̄ ·DÞαβCβ þ Bαð−D̄ ·DÞαβB̄β�; ð29Þ

S1 ¼
Z

dμ½C̄αðMaM−1 ·M†−1āM†ÞαβCβ

þ CαðM†−1āM† ·DÞαβCβ þ C̄αð−MaM−1 · D̄ÞαβC̄β

þ Cαð−ϵī j̄M†−1āīM
†D̄j̄ÞαβBβ

þ C̄αðϵijMaiM−1DjÞαβB̄β�: ð30Þ

Equation (28) expresses the required determinant in the
form of a functional integral for a standard field theory. We
have taken C and C̄ to behave like θ and θ†, so they are
scalar fields. B and B̄ correspond to δϕ0 and δϕ0†, so they
are fields with Y ¼ 2 and −2, respectively. The terms in S1
involve powers of a and ā, while the differential operators
in S0 only depend on H via the covariant derivatives. Our
strategy will be to evaluate the integral in (28) as a
perturbation series by expanding e−S1 in powers of S1.
The integral over e−S0 will define the lowest-order result.
Writing Γ ¼ log

ffiffiffiffiffiffiffiffiffiffiffiffiffi
detM

p
, we find Γ ¼ Γ0 þ ΔΓ, with

eΓ0 ¼ ½detð−D̄ ·DÞY¼0�½detð−D̄ ·DÞY¼−2�;

e−ΔΓ ¼ he−S1i ¼
�

1R
e−S0

� Z
½dBdB̄dCdC̄�e−S0−S1 : ð31Þ

The evaluation of the determinant detð−D̄ ·DÞY¼0 was
considered in [1]. This was done by writing its variation as

δðTr logð−D̄ ·DÞY¼0Þ ¼
Z

dμTr½δðM†−1∇̄M†ÞM†−1hĴiM†

þHermitian conjugate�; ð32Þ

where

hĴðxÞi¼−DxGðx;yÞjy→x; Gðx;yÞ¼
�

1

−∇̄ ·D

�
x;y
: ð33Þ

The free “propagator” G ¼ ð−∇̄ ·∇Þ−1 for scalar fields on
CP2 was calculated exactly. The propagator Gðx; yÞ could
then be obtained by expansion in powers of ∇HH−1, since
D, as defined in (16), involves this connection. With
regularization to take care of singularities as y → x in the
expression for hĴðxÞi, we obtained the leading terms in the
expansion of log detð−D̄ ·DÞY¼0 in terms of the monomials
ofH and its derivatives of increasing scaling dimension. The
lowest-order term was a WZW action for H, somewhat
surprisingly, with a finite coefficient. The next set of terms of
dimension four were the H-dependent part of TrðF2Þ and
TrðgiīFiīÞ2, with a logarithmically divergent coefficient.
There are also terms of higher dimension which will have
finite coefficients; thesewere not explicitly calculated in [1].
We do not display the leading terms of detð−D̄ ·DÞY¼0 at
this point; they will be given later, together with some of the
other terms in (31) which will be calculated presently.
The calculation of the leading terms in detð−D̄ ·DÞY¼−2

will proceed as in the case of detð−D̄ ·DÞY¼0. Since we
will again expand in powers of ∇HH−1, the key ingredient
for this will be the free propagator ð−∇̄ · ∇Þ−1, now for
Y ¼ −2 fields. This, as well as the issue of regularization
for such propagators, will be taken up in the next section.
Once we have the propagators, the calculation of terms

resulting from S1 will be straightforward. We will focus on
the terms of scaling dimension ≤ 4, corresponding to
possible quadratic and logarithmic divergences. For these
terms, itwill suffice to consider terms up to four powers ofS1.

IV. THE PROPAGATOR FOR Y = − 2 FIELDS

In this section, we calculate the propagator for fields with
Y ¼ −2, such as the field B̄ in (29) and (30). This field was
identified as the variation of ϕ† in ϕ†ij ¼ ϵijϕ†, where ϕ†ij

is a second-rank antisymmetric tensor. The Laplace oper-
ator on a second-rank antisymmetric tensor with holomor-
phic indices will lead to the equation for the propagator for
B̄. Rather than using the tangent frame basis, if we use the
coordinate basis for CP2, we can write

δϕ†ij ¼ ϵijffiffiffi
g

p δϕ† ¼ ϵijffiffiffi
g

p B̄: ð34Þ

Since CP2 is a Kähler manifold with potential K ¼
logð1þ z̄ · zÞ, the metric and Levi-Civita connections are
easily worked out as
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gaā ¼
ηaā

ð1þ z̄ · zÞ −
ηab̄ηābz̄

b̄zb

ð1þ z̄ · zÞ2 ;

gaā ¼ ð1þ z̄ · zÞðηaā þ zaz̄āÞ;

Γa
bc ¼ −

ðδabηcc̄ þ δacηbc̄Þz̄c̄
ð1þ z̄ · zÞ ; Γā

b̄ c̄
¼ ðΓa

bcÞ�: ð35Þ

The other components of the connection vanish. Using
these results, we find

Z
dμgīmð∇̄j̄δϕ

ī j̄Þð∇nδϕ
†mnÞ

¼
Z

dμB

�
−ð1þ z̄ · zÞð∂̄ · ∂þ z̄ · ∂̄z · ∂Þ þ 3þ 9

4
z̄ · z

−
3

2
ð1þ z̄ · zÞðz · ∂ − z̄ · ∂̄Þ

�
B̄: ð36Þ

This identifies the kinetic operator on B̄. The propagator
thus obeys the equation

�
−ð1þ z̄ · zÞð∂̄ · ∂þ z̄ · ∂̄z · ∂Þ þ 3þ 9

4
z̄ · z

−
3

2
ð1þ z̄ · zÞðz · ∂ − z̄ · ∂̄Þ

�
G̃ðz; yÞ ¼ δð4Þðz; yÞ

ðdet gÞ ; ð37Þ

where G̃ðz; yÞ is the free propagator for Y ¼ −2 fields, to
be distinguished from Gðz; yÞ, which denotes the free
propagator for scalars with Y ¼ 0. In the case of scalar
fields, we could take the propagator G to be a function of
the distance between the two points corresponding to z and
y. However, in the present case, there is an additional phase
factor due to the presence of the operator z · ∂ − z̄ · ∂̄ in
(37). This is ultimately due to Y ¼ −2 for the field, which
implies that it couples to the Y component of the curvature
and connection. To isolate the phase factor, we note that the
B̄ field has the mode expansion

B̄ ¼
X
s;A

B̄ðsÞ
A hs; Ajĝj33…|ffl{zffl}

p

; 33…|ffl{zffl}
pþ3

:i ð38Þ

As a result, the propagator for the Y ¼ −2 fields takes the
form

G̃ðz;yÞ¼
X
p

dp
ðpþ2Þðpþ3Þh33…|ffl{zffl}

p

; 33…|ffl{zffl}j
pþ3

ĝ†yĝzj33…|ffl{zffl}
p

; 33…|ffl{zffl}i
pþ3

∼ ½ðg†ygzÞ33�3
X

½½ðg†ygzÞ33ðg†zgyÞ33�pþ����; ð39Þ

where dp ¼ 1
2
ðpþ 1Þðpþ 4Þð2pþ 5Þ is the dimension of

the ðp; pþ 3Þ representation. In the second line of this
equation, we have indicated the result in terms of products
of g†ygz and its conjugate, where g is the 3 × 3 matrix g ∈
SUð3Þ used to define local coordinates in the coordinate

patch we are using. There are also lower powers of
ðg†ygzÞ33ðg†zgyÞ33 for each representation, as indicated by
the ellipsis in the square brackets. The point is that there is a
common term ½ðg†ygzÞ33�3 which leads to a phase factor. To
see this more explicitly, we note that g ∈ SUð3Þ is related to
the local coordinates as

ðgzÞi3¼
ziffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1þ z̄ ·z
p ; i¼1;2; ðgzÞ33¼

1ffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ ·z

p : ð40Þ

The square of the distance, s, between two points with local
coordinates zi, yi can be taken to be

sðz; yÞ ¼ σ2z;y ¼
1

ðg†ygzÞ33ðg†zgyÞ33
− 1

¼ ð1þ z̄ · zÞð1þ ȳ · yÞ
ð1þ ȳ · zÞð1þ z̄ · yÞ − 1: ð41Þ

This is clearly translationally invariant [under left trans-
lations g → ug, u ∈ SUð3Þ] and agrees with s ¼ z̄ · z when
y ¼ 0, i.e., for gy ¼ 1. Thus, we see from (39) that G̃ is a
function of s, apart from the prefactor

½ðg†ygzÞ33�3 ¼
�ðg†ygzÞ33
ðg†zgyÞ33

�3
2jðg†ygzÞ33j3 ¼

�ðg†ygzÞ33
ðg†zgyÞ33

�3
2 1

ð1þ sÞ32

¼
�ð1þ ȳ · zÞ
ð1þ z̄ · yÞ

�3
2 1

ð1þ sÞ32 : ð42Þ

Combining this with (39) we see that a general ansatz for
the propagator can be taken as

G̃ðz; yÞ ¼
�ð1þ ȳ · zÞ
ð1þ z̄ · yÞ

�3
2

FðsÞ: ð43Þ

Having identified the phase factor, we can now use (37) to
calculate FðsÞ. For z ≠ y, or s ≠ 0, the δ function has no
support and we can check that the homogeneous equation is
solved by

FðsÞ ¼ C1ð1þ sÞ32
�
1þ 2s
sð1þ sÞ þ 2 log

�
s

1þ s

��

þ C2ð1þ sÞ32; ð44Þ

where C1 and C2 are arbitrary constants. Considering the
short-distance behavior, we see that we need C1 ¼ 1

2
to

reproduce the δ function on the right-hand side of (37).
Further, there should be no singularity as s → ∞; this
identifies C2 ¼ 0. Combining (43) and (44), we get the
propagator for Y ¼ −2 fields as
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G̃ðz;yÞ¼ð1þsÞ32
�
1

2s
þ 1

2ð1þsÞþ log

�
s

1þs

���ð1þ ȳ ·zÞ
ð1þ z̄ ·yÞ

�3
2

¼FðsÞ
�ð1þ ȳ ·zÞ
ð1þ z̄ ·yÞ

�3
2

; ð45Þ

where s ¼ σ2z;y is as given in (41). The last factor which is
the phase can also be viewed as arising from the path-
ordered integral of the Levi-Civita connection along a line
joining y and z.

V. REGULARIZATION

The regularization of the propagator for Y ¼ −2 fields
will use the same point splitting which was used for scalar
fields in [1]. The key idea was to define the regularized
version of Gðz; yÞ as Gðz; y0Þ, where y0 specifies a point
displaced from y by a small distance of order

ffiffiffi
ϵ

p
. Thus ϵwill

serve as the regularization parameter, with ϵ → 0 recovering
the unregularized results. The shift y → y0 must be done in a
way consistent with the isometries and gauge symmetries. It
is useful to work this out in terms of the homogeneous
coordinates Z ¼ ðZ1; Z2; Z3Þ, Y ¼ ðY1; Y2; Y3Þ for the
points z, y, with the identifications Z ∼ λZ, Y ∼ λ0Y, and
λ; λ0 ∈ C − f0g. In terms of these coordinates, the distance
between the points, given in (41), can be written as

s ¼ σ2z;y ¼
Z̄ · ZȲ · Y
Z̄ · YȲ · Z

− 1≡ σ2ðZ; YÞ: ð46Þ

Notice that this expression has invariance under the scaling
Z → λZ, Y → λ0Y. In a particular coordinate patch with
Z3; Y3 ≠ 0, we can write

Z ¼ Z3ðz1; z2; 1Þ ¼ Z3
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ z̄ · z

p ðg13; g23; g33Þ;
Y ¼ Y3ðy1; y2; 1Þ ¼ Y3

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1þ ȳ · y

p
ðg013; g023; g033Þ; ð47Þ

where zi ¼ Zi=Z3 and yi ¼ Yi=Y3. We then recover the
expression given in (41). With s written in homogeneous
coordinates as in (46), (45) gives a globally valid expression
for the propagator.
For the point-splitting regularization, we shift the point Y

to Y 0, which is chosen to be

Y 0 ¼ Y þ α

�
WȲ · Y
Ȳ ·W

− Y

�
: ð48Þ

Here α is a small complex number, jαj ∼ ffiffiffi
ϵ

p
, and W

parametrizes the shift of coordinates. The added term is
chosen so as to have the same scaling behavior as Y. We
then find that

1þ σ2ðZ; Y 0Þ ¼ ð1þ σ2ðZ; YÞÞð1þ αᾱσ2ðY;WÞÞ
½1þ αðZ̄·WȲ·Y

Ȳ·WZ̄·Y − 1Þ�½1þ ᾱðW̄·ZȲ·Y
W̄·YȲ·Z − 1Þ� :

ð49Þ

In Eq. (45), we can replace all factors of s by σ2ðZ; Y 0Þ
given by (49). Under coordinate transformations, the
propagator must transform as u†ðzÞG̃ðz; yÞuðyÞ, where
u† is the hypercharge phase transformation with Y ¼ −2.
(u will correspond to Y ¼ 2.) To preserve this property, we
add an extra phase factor joining y and y0. We can view this
extra term as a path-ordered integral for the Levi-Civita
connection along a line joining y and y0, analogous to the
Wilson line for the gauge fields (see below) that is needed
to maintain gauge covariance of the regulator. Thus the UV-
regularized form of the propagator is given by

G̃Regðz; yÞ ¼ Fðσ2ðZ; Y 0ÞÞ
�ð1þ ȳ0 · zÞ
ð1þ z̄ · y0Þ

�3
2

�ð1þ ȳ · y0Þ
ð1þ ȳ0 · yÞ

�3
2

;

ð50Þ

where as in [1] we will do a suitable angular averaging over
the displacement due to point splitting. (It will turn out that,
for some of the calculations we do, one of the arguments of
the propagator can be shifted to the origin by virtue of
translational invariance. The details of how this can be done
in terms of the homogeneous coordinates are given in [1];
see also Appendix A of this paper.)
Since σ2ðZ; YÞ and σ2ðZ; Y 0Þ are covariant quantities

respecting the full isometry [namely, left SUð3Þ trans-
formation on Z or Y] of CP2, the procedure we have
outlined provides a covariant point-splitting regularization.
However, we will need to modify this slightly to take
account of covariance with respect to gauge transforma-
tions as well. We have so far considered the free propagator.
In the presence of gauge fields, the propagator is
G̃ðz; yÞ ¼ ðð−D̄ ·DÞ−1z;yÞY¼−2. We carry out the explicit
calculations by expanding this in powers of the gauge
field as

G̃ðz; yÞ ¼ G̃ðz; yÞ þ
Z
y1

G̃ðz; y1ÞVy1G̃ðy1; yÞ

þ
Z
y1;y2

G̃ðz; y1ÞVy1G̃ðy1; y2ÞVy2G̃ðy2; yÞ

þ � � � ; ð51Þ

where V ¼ Ā · ∂þ A · ∂̄þ ð∂̄ · AÞ þ Ā · A. The propagator
G̃ðz; yÞ transforms as G̃ðz; yÞ → UðzÞG̃ðz; yÞU†ðyÞ under
the gauge transformation M → UM, M† → M†U†. This
should be respected in calculating currents such as
hĴðzÞi ¼ −DzG̃ðz; yÞ�y→z in (32) and (33), with regulari-
zation. In other words, even though we shift y to y0, the
gauge transformation must maintain the action of U†ðyÞ at
the second argument to be consistent with its role in the
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current hĴðxÞi. This means that a gauge-invariant point
splitting is given by

G̃Regðz;yÞ¼ G̃ðz;y0ÞPexp

�
−
Z

y0

y
ðM†−1∇̄M†−∇MM−1Þ

�

¼
�
G̃Regðz;yÞþ

Z
y1

G̃ðz;y1ÞVðy1ÞG̃Regðy1;yÞþ���
�

×Pexp

�
−
Z

yþδy

y
ðM†−1∇̄M†−∇MM−1Þ

�
:

ð52Þ

Here G̃Reg is as in (50) and y0 ¼ yþ δy, with δyaδȳā →
ϵηaā in taking the small ϵ limit in a symmetric way. (This is
for the case when y can be set to zero, which will cover the
calculations for which we need this factor.) The path-
ordered exponential helps to convert the U†ðy0Þ [due to
G̃ðz; y0Þ] back to U†ðyÞ. (Such a step was already included
for the isometries since we added an extra phase factor in
G̃Reg connecting y to y0.) Because it involves the integral of
one-forms, it is adequate to use local coordinates y, y0
in (52).
Turning to the infrared side of calculations, note that

there are no infrared divergences since CP2 is a compact
space of finite volume. However, we are only calculating
the leading terms in Γ, up to terms of scaling dimensions
≤ 4. Terms of higher dimension will be ultraviolet finite.
While they are irrelevant for issues of renormalization, we
need to identify a kinematic regime where such terms are
suppressed to be able to make any conclusions with the
terms we calculate. If we use an infrared cutoff λ, then the
terms of higher scaling dimension will carry inverse powers
of this cutoff and will be suppressed for modes of the fields
with small momenta compared to λ. This is what we do
here. (This rationale for the infrared cutoff is explained in
more detail in [1].) The WZW action will be special
because it is a term of lower dimension yet appears with
a finite coefficient. Just for that particular term, we do the
calculations both with and without an infrared cutoff.
The details of the UV- and IR-regularized calculations

will be given in Appendix B, but here we note that the IR
regularization is easily incorporated by using a simple
integral representation for FðsÞ in (45) and including a
lower cutoff. Explicitly, we write

FðsÞ ¼ 1

r2

Z
∞

λr2
dte−ts

�
1

2
ð1þ sÞ−1

2

þð1þ sÞ32
�
1

t
ðe−t − 1Þ þ e−t

�
1þ t

2

���
: ð53Þ

We have introduced r2 via the scaling of coordinates. The
infrared cutoff λ appears as the lower limit of the integration
over t. When λ is set to zero, we clearly reproduce FðsÞ in

(45). This result, combined with (52), can be used for
calculating the effective action.

VI. RESULTS

We are now ready to present the results regarding the
volume element for A=G�. As mentioned at the end of
Sec. III, we will consider the expansion of Γ as a series in
terms of increasing scaling dimension, focusing on those
with dimension ≤ 4. These are the terms we can expect to
be relevant for the long-wavelength modes of the fields;
they are potentially UV-divergent terms, up to a possible
logarithmic divergence. For scaling dimension 2, the
possible terms correspond to a masslike term for a and
ā (with a coefficient of order 1=ϵ) and a WZW term
SwzwðHÞ, which, somewhat surprisingly, has a finite
coefficient. There are also terms of dimension 4 which
arise with a coefficient of order log ϵ.

A. The WZW action

All purely H-dependent terms, such as the WZWaction,
come from Γ0 as defined in (31). As mentioned above, the
determinant detð−D̄ ·DÞY¼0 for scalar fields was already
found in [1]. Using the result from there

Tr logð−D̄ ·DÞY¼0 ¼ CY¼0SwzwðHÞ þ � � � ; ð54Þ

CY¼0¼
1

πr2

�
1− log2þ3

2
e−λr

2 þλr2

4

�

þ 1

πr2

�
ðE1ðλr2Þ−E1ð2λr2ÞÞ−

1

2
e−λr

2ð1−e−λr
2Þ
�

þ 1

πr2

�ð1−e−λr
2Þ2

4λr2
þλr2ðeλr2 −1ÞE1ð2λr2Þ

�
: ð55Þ

Here SwzwðHÞ is the four-dimensional WZW action given
by [9,10]

SwzwðHÞ ¼ 1

2π

Z
π2

2
dμgaāTrð∇aH∇̄āH−1Þ

−
i

24π

Z
ω ∧ TrðH−1dHÞ3

¼ π

4

Z
dμgaāTrð∇aH∇̄āH−1Þ

−
i

24π

Z
ω ∧ TrðH−1dHÞ3; ð56Þ

where ω is the Kähler two-form on CP2. This can be
expressed in local coordinates as

ω ¼ igaādzadz̄ā ð57Þ

with gaā given by the Fubini-Study metric (1). The last term
in (56) is, as usual, over a five-manifold which has CP2 as
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the boundary. We have normalized the volume of CP2 to 1,
so there is an extra factor of π2=2 in (56) compared to the
standard normalizations. (Also, we use a slightly different
convention for the normalization of ω, compared to [8].)
It is straightforward to simplify the expression for CY¼0

in (55) to show that in the absence of an infrared cutoff
(λ → 0) we get a finite result with no infrared divergence:

CY¼0 ¼
5

2πr2
; λ → 0: ð58Þ

On the other hand, for λr2 ≫ 1,

CY¼0 ¼
λ

4π
þOð1Þ; λr2 ≫ 1: ð59Þ

Turning to theY¼−2 part ofΓ0, i.e., Tr logð−D̄ ·DÞY¼−2,
we can proceed analogously as in [1] by defining and
calculating the current hĴðH; 1Þi. As for the scalar case

δðTr logð−D̄ ·DÞY¼−2Þ

¼
Z

dμTr½δðM†−1∇̄M†ÞM†−1hĴiM† þ H:c:�;

hĴi ¼ −DxG̃ðx; yÞjy→x; ð60Þ

where the only difference is that G̃ðx; yÞ ¼ ð−∇̄ ·DÞ−1x;y is
now defined as an expansion in free propagators for Y ¼ −2
fields onCP2 (with the covariant derivatives∇ including the
appropriate Levi-Civita connections).
Expanding hĴi in powers of ∇HH−1, and using the

UV- and IR-regularized propagators as defined in (52) and
(53), we can in principle find hĴi as we did for the scalar
case. However, as the result is much more complicated for
Y ¼ −2 fields, instead, here we present the results in the
two relevant limits, one with no infrared cutoff (λ → 0) and
the other for λr2 ≫ 1:

hĴai ¼ −
π

2
CY¼−2∇aHH−1 þ � � � ;

Tr logð−D̄ ·DÞY¼−2 ¼ CY¼−2SwzwðHÞ þ � � � ; ð61Þ

CY¼−2 ¼
1

πr2
; λ → 0; ð62Þ

CY¼−2 ¼
λ

4π
þOð1Þ; λr2 ≫ 1: ð63Þ

The details of this calculation are given in Appendix A. We
may also note that the transition from the variation and the
current in (60) and (61) to the integrated version SwzwðHÞ
relies on the four-dimensional version of the Polyakov-
Wiegmann identity, which gives

δSwzwðHÞ¼−
π

2

Z
dμgaāTr½∇̄āðδM†M†−1Þ∇aHH−1�: ð64Þ

As for the scalar case, other than the WZW action, Γ0

will also include log ϵ terms (see below) and finite terms as
well (if we include terms with scaling dimension > 4,
involving more derivatives on H). We will not calculate the
finite terms in this paper.
Combining the results for the Y ¼ 0 and Y ¼ −2 fields,

we have

Γ0 ¼ Tr logð−D̄ ·DÞY¼0 þ Tr logð−D̄ ·DÞY¼−2

¼ CSwzwðHÞ þ � � � ; ð65Þ

where C ¼ CY¼0 þ CY¼−2. In the case of no infrared cutoff
the WZW action has a finite coefficient

C ¼ 7

2πr2
; λ → 0: ð66Þ

For λr2 ≫ 1,

C ¼ λ

2π
; λr2 ≫ 1: ð67Þ

B. The mass term

Now we turn to terms with quadratic divergence. In Γ0

the only term that could have 1=ϵ divergence is the WZW
action. However, as we have seen, for this term all
divergences cancel out, giving an overall finite coefficient.
Among the next set of terms in ΔΓ in (31), there are a

couple of possible candidates for quadratic divergence.
However, the only term which survives is a mass term for a
and ā. This is expected as the only quadratically divergent
term in ΔΓ that is invariant under the holomorphic trans-
formation M† → VM† is a mass term Tr½āHaH−1�.
Looking back at (31) and expanding the exponential in

S1 we can write

ΔΓ ¼ hS1i −
1

2!
hS21i þ

1

3!
hS31i � � � ; ð68Þ

where the sum is over connected diagrams. S1 is defined in
(30), and

hCðxÞC̄ðyÞi ¼
�

1

−D̄ ·D

�
Y¼0

¼ Gðx; yÞ;

hB̄ðxÞBðyÞi ¼
�

1

−D̄ ·D

�
Y¼−2

¼ G̃ðx; yÞ: ð69Þ

Since each term in the expansion ofΔΓ is a trace over the
operatorsMaM−1,M†−1āM†,D, D̄ and ð−D̄ ·DÞ−1 in each
such trace we can factor outM†, effectively settingM† → 1
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andM → H.1 Quadratically divergent terms will come only
from the first two terms in the expansion. Performing
similar calculations as in the case of the current in δΓ0,
we get

ΔΓ ¼
�
−

1

4ϵ
þ 1

2r2
log ϵ

�Z
dμgaāTrðāāHaaH−1Þ

þOðlog ϵÞ: ð70Þ

The only quadratically divergent term is thus a mass term
for a and ā.

C. The log-divergent terms

Logarithmically divergent terms can arise from both Γ0

and ΔΓ. Combining all such contributions,

Γlogϵ ¼ Γ0 logϵþΔΓlogϵ

¼ logϵ
12

Z
Tr½ðgaā∇̄āð∇aHH−1ÞÞ2þðgaāāāHaaH−1Þ2

þ gaāgbb̄½āā;HaaH−1�∇̄b̄ð∇bHH−1Þ
− gaāgbb̄ð∇̄āð∇bHH−1Þ½āb̄;HaaH−1�
þ ∇̄āāb̄DaðHabH−1ÞÞ�; ð71Þ

where the trace is in the adjoint representation. (Once again,
the details are given in Appendix B.)

VII. DISCUSSION

The key results we have obtained are the following. We
introduced a parametrization of the gauge potentials [see
Eq. (18) in Sec. II], which allows for the explicit factoring
out of gauge transformations and consequent reduction to
gauge-invariant degrees of freedom. In particular, the
volume element for the gauge orbit space C ¼ A=G� can
be written as

dμ½C� ¼ eΓ
Y
x

dμðHÞdχ0dχ0†: ð72Þ

Unlike the case of two dimensions, an exact calculation of
Γ is not possible in four dimensions. We have calculated
the first set of terms in Γ corresponding to monomials of
the fields and their derivatives of scaling dimension ≤4.
These are the terms which can be expected to be poten-
tially ultraviolet divergent. The first of these terms is
a four-dimensional WZW action SwzwðHÞ for H ∈
SLðN;CÞ=SUðNÞ [for an SUðNÞ gauge theory], given in
(65). A priori, on dimensional grounds, one may expect this

term to be quadratically divergent, but, somewhat surpris-
ingly, it arises with a finite coefficient. The sign of the
coefficient is “correct” in the sense of ensuring convergence
for functional integration over H. [In [1], we calculated a
similar contribution due to chiral scalar fields on CP2. The
coefficient of SwzwðHÞ was such that it tends to destabilize
the theory for long-wavelength modes ofH. It is interesting
that chiral scalars on CP2 have this destabilizing effect. For
the volume element for C, there is no such issue.]
The second term in Γ is a mass term for the components

ai and āī of the potentials, which are related to χ
0 and χ0† as

ai ¼ −giīϵī j̄H−1ð∇̄j̄χ
0ÞH and āī ¼ −gīiϵijHð∇jχ

0†ÞH−1,
respectively. The coefficient of this term, say, μ2div, is
quadratically divergent. Since ultraviolet divergences are
related to products of operators at the same point, i.e., to
ultralocal geometry and hence not sensitive to global
geometry, the divergence shows that this term should
survive even if we take the large r limit of CP2.
Further, since it is consistent with gauge invariance and
all the isometries of CP2, there is no reason to reject this.
This means that the functional measure has to be defined by
introducing a similar counterterm (with a coefficient
μ2counter) from the beginning and then renormalizing by
setting μ2div þ μ2counter to a finite value μ2Ren. This finite
renormalized value μRen has the dimensions of mass and
will serve as the mass parameter defining the theory. This is
in accordance with the fact that dimensional transmutation,
with the introduction of an arbitrary scale factor, is needed
to define four-dimensional gauge theories. In the usual
perturbative approach, this would enter via loop corrections
and the running coupling constant, but in our formulation,
it appears as what is needed to make the volume element for
C (or the measure of functional integration) well defined. If
loop calculations are carried out in our approach, the results
will be functions of μRen; there will be no need for
additional dimensional parameters; what is conventionally
considered as ΛQCD will be related to μRen.
There is also a set of terms which are of scaling

dimension 4 with a logarithmically divergent coefficient;
see (71). Unlike the case of flat space, these terms do not
combine into TrðF2Þ since the reduced isometries of CP2

allow for additional tensor structures. Presumably, to make
the volume element well defined, similar counterterms have
to be introduced a priori and renormalization has to be
carried out. Finally there is also an infinity of terms of
scaling dimension > 4, which are ultraviolet finite, which
we have not calculated. They are presumably less relevant
to the dynamics of long-wavelength modes of the fields
compared to the terms we have calculated.
Returning to the mass term (70), we note that the

possibility of a soft gluon mass has been proposed already
in the 1980s [11]. Lattice simulations of the gluon
propagator in the Landau gauge also indicate its saturation
to a finite value at low momenta, consistent with a
propagator mass [12]. At least qualitatively, we need an

1Alternatively, in the path integral formulation of e−ΔΓ one can
make the transformations C → M†C, C̄ → C̄M†−1, B → BM†−1

and B̄ → M†B̄. Since detM† ¼ 1 this redefinition of the fields
does not affect the volume element for the path integral.
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analytic understanding of these lattice results. Indeed, a
number of papers have analyzed the Schwinger-Dyson
equations of QCD with a view to showing that the gluon
self-energy is nonvanishing at zero momentum, along with
attempts to extract quantitative predictions from it [13,14].
The appearance of a possible gauge-invariant mass term in
our analysis provides a parallel track of viewing such
analyses.
Perhaps the most striking and qualitatively new feature

of our analysis is the appearance of the WZW action
SwzwðHÞ. With the above given argument for a nonzero
mass term (70), it is then possible to consider a kinematic
regime of momenta ≪μRen where we can neglect the
massive components ai and āī and consider a reduced
theory where

Aa ≃ −∇aMM−1; Āā ≃M†−1∇̄āM†: ð73Þ

The volume element then takes the form

dμ½C� ¼ eΓdμðHÞ;

Γ ≃ CSwzwðHÞ þ C1

Z
Trðgāa∇̄āð∇aHH−1ÞÞ2 þ � � �

≈ CSwzwðHÞ þ � � � : ð74Þ

[Here C1 is the renormalized value of the coefficient of
the term in (71), after the log ϵ divergence is eliminated.]
In the last line of (74) we have neglected the term quartic in
the derivatives as it is less significant for long-wavelength
modes compared to SwzwðHÞ. The theory defined by (74)
should be applicable for λ ≪ μ2Ren, with λr2 ≫ 1. This
theory is the four-dimensional WZW theory on CP2. So
our conclusion is that we expect that for fields of modes of
wavelength small compared to μRen, the four-dimensional
Yang-Mills theory can be approximated by a 4d-WZW
theory for the field H ∈ GC=G ¼ SLðN;CÞ=SUðNÞ.
The 4d-WZW theory, we may note, also has a history

going back to the 1980s, appearing first in the work of
Donaldson in the context of anti-self-dual instantons [9].
The same theory is obtained in the Kähler-Chern-Simons
theory [10] which attempted to generalize the 2d-WZW
theory to four dimensions, a paradigm similar to the WZW-
CS relation in two and three dimensions [15]. As shown in
[10] and elaborated in [16,17], this action also leads to a
holomorphically factorized current algebra, analogous to
the case in two dimensions. 4d-WZW theories have also
been found in higher-dimensional quantum Hall systems
[18]. They also describe the target space dynamics of
(world-sheet) N ¼ 2 heterotic superstrings [19]. More
recently, such theories have been analyzed in [20] in the
context of holomorphic field theories on twistor space.
The critical points of the action SwzwðHÞ are anti-self-

dual instantons. They are related to holomorphic vector
bundles, with M and M† defining the holomorphic frames

for the bundle. What is interesting is that there is some
evidence, based on lattice simulations, that the correlation
functions for gauge fields and hadrons seem to be domi-
nated by instantons at low energies; see, for example,
[21,22]. While it is difficult to see instanton dominance
analytically for fields on R4, the present result that the
theory can be approximated by the 4d-WZW theory along
the lines argued above provides some analytical evidence
for an instanton liquid picture.
Finally, there is another aspect of the 4d-WZW theory

which is worth pointing out. In the (2þ 1)-dimensional
analysis considered in [4,5] the expectation value of the
Wilson loop operator (in a representation indicated as R)
takes the form

hWRðCÞi ¼ N
Z

dμðHÞe2cASð2dÞwzwðHÞ

× exp

�
−

8π

e4cA

Z
Trð∇̄ð∇HH−1ÞÞ2

�

× Tr
h
Pe

H
C
∇HH−1

i
∼ e−σRAreaðCÞ; σR ¼ e4

cAcR
4π

; ð75Þ

where Sð2dÞwzwðHÞ is the 2d-WZWaction for H, cR and cA are
the values of the quadratic Casimir operators for the
representation R and for the adjoint representation, respec-
tively. e2 is the coupling constant of the Yang-Mills theory.
Notice that, as e2 → ∞, which is the limit where the
integrand in (75) defines the 2d-WZW theory for H, the
expectation value of WðCÞ vanishes for any curve C
enclosing any nonzero area. If we consider evaluating
hWðCÞi in terms of correlators for the current ∇HH−1, the
leading term due to the two-point function is of the form

I I
dzdz0h∇HH−1ðzÞ∇HH−1ðz0Þi∼−cR

I I
dzdz0

ðz− z0Þ2 :

ð76Þ

The UV singularity of this integral is not regularized when
e2 → ∞, and this is the genesis of the vanishing of hWðCÞi.
We see that a similar situation is obtained in the theory

defined in the 4d-theory (74). Using the Polyakov-
Wiegmann identity

SwzwðNHÞ ¼ SwzwðHÞ þ SwzwðNÞ

−
π

2

Z
gāaTrðN−1∇̄āN∇aHH−1Þ; ð77Þ

we obtain
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Z
dμðHÞexp

�
CSwzwðHÞ

−C
π

2

Z
gāaTrðN−1∇̄āN∇aHH−1Þ

�
¼ e−CSwzwðNÞ: ð78Þ

By taking small variations of N, we then find

hgāa∇̄āð∇aHH−1ÞαðxÞgb̄b∇̄b̄ð∇bHH−1ÞβðyÞi

¼ −
4

πC
gāa∇̄ā;y∇a;yδðy; xÞδαβ: ð79Þ

The two-point function for the currents can be obtained
from this as

hð∇aHH−1ÞαðxÞð∇bHH−1ÞβðyÞi ¼ 4

πC
∇a;x∇b;yGðy; xÞδαβ;

ð80Þ

where Gðy; xÞ is the propagator for scalars on CP2 given
in [1] as

Gðy; xÞ ¼ 1

2s
−
1

2
log

�
s

1þ s

�
−
3

4
; ð81Þ

where s ¼ σ2y;x is given by (41). We see that the logarithmic
term ofGðy; xÞ in (80) can indeed reproduce a result similar
to what was obtained in (2þ 1) dimensions. It is not
possible to make a more complete analysis at this stage, but
clearly the similarity with (2þ 1) dimensions shows that
the reduced theory (74) in terms of the 4d-WZW action is
worthy of further investigation. This will be left to
future work.
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APPENDIX A: CALCULATING hĴi FOR THE
Y = − 2 FIELDS

In this Appendix we outline the calculations of the
current hĴi in (60) for Y ¼ −2 fields. The procedure is
analogous to the scalar calculation in [1]. The only differ-
ence is in the propagator and the connections of the
gradients as given in (35).

The current is

hĴi ¼ −DxG̃Regðx; yÞjy→x

¼ Term 1þ Term 2þ Term 3þ � � � ;

Term 1 ¼ −∇xaG̃ðx; y0Þ
�ð1þ y0 · ȳÞ
ð1þ ȳ0 · yÞ

�3
2

× P exp

�Z
y0

y
∇HH−1

�����
y→x

;

Term 2 ¼ ð∇aHH−1ÞxG̃ðx; x0Þ
�ð1þ x0 · x̄Þ
ð1þ x̄0 · xÞ

�3
2

;

Term 3 ¼
Z
z
∇xaG̃ðx; zÞgbb̄z ð∇bHH−1Þz∇̄zb̄G̃ðz; x0Þ

×

�ð1þ x0 · x̄Þ
ð1þ x̄0 · xÞ

�3
2

: ðA1Þ

The primed coordinate is given in (48) and we perform an
angular integration over w and α with the conditions that
jαj2 ¼ ϵ and σ2ðx; wÞ ¼ 1.
As in the scalar calculation (in [1]), we make a coordinate

transformation w → w0 such that wa ¼ xa þ ðe−1x Þab w0b
1−x̄·w0,

where e−1 are the tangent frame fields. Under this trans-
formation σ2ðx; wÞ ¼ jw0j2. Term 1 in (A1) becomes

Term 1 ¼ −
Z
α
δðjαj2 − ϵÞ

Z
w
δðσ2ðx; wÞ − 1Þ

×

	
∇xaG̃ðx; y0Þ

�ð1þ y0 · ȳÞ
ð1þ ȳ0 · yÞ

�3
2

× ðy0 − yÞbð∇bHH−1Þyjy→x




¼ ð∇aHH−1Þx
ϵ

2

�
ð1þ ϵÞF0ðϵÞ − 3

2
FðϵÞ

�
; ðA2Þ

where the extra term− 3
2
FðϵÞ (as compared to the scalar case)

comes from the spin connection in∇a and the phase factor of
G̃ðx; y0Þ. Including the scale r in (A2), we take ϵ → ϵ=r2 and
FðsÞ is the IR-regulated propagator

FðsÞ ¼ 1

r2

Z
∞

λr2
dte−ts

�
1

2
ð1þ sÞ−1

2

þð1þ sÞ32
�
1

t
ðe−t − 1Þ þ e−t

�
1þ t

2

���
: ðA3Þ

Term 1 then becomes

Term 1 ¼ ð∇aHH−1Þx
�
−

1

4ϵ
−

1

8r2

�
: ðA4Þ

Performing similar calculations as for Term 1 it is
straightforward to find that
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Term 2 ¼ ð∇aHH−1Þx
�
1

2ϵ
þ 1

r2
log

�
ϵ

r2

�
−
λ

2
−

1

4r2

þ 1

2r2
e−λr

2ð3þ λr2Þ

þ 1

r2
ðE1ðλr2Þ þ logðλr2Þ þ γÞ

�
; ðA5Þ

where E1 is the exponential integral

E1ðwÞ ¼
Z

∞

1

dt
t
e−wt: ðA6Þ

For Term 3 we need three coordinate transformations:
(i) a transformation w → w0 such that σ2ðx; wÞ ¼ 1, as

explained above;

(ii) a transformation z → z0 such that za ¼ xa þ
ðe−1x Þab z0b

1−x̄·z0, setting σ2ðx; zÞ ¼ jz0j2;
(iii) finally, a transformation z0→z̃, which can be given in

homogenous coordinates as Z̃=Z̃3¼ ¯̃W3Z0=ð ¯̃W0 ·Z0Þ,
where W̃0 ¼ ðαW0

1; αW
0
2;W

0
3Þ ¼ W0

3ðαw0
1; αw

0
2; 1Þ.

The first two transformations effectively eliminate x from
the integrals by translating the integration variables. The
last one is useful because 1þ σ2ðz0; αw0Þ ¼ ð1þ ϵÞð1þ
jz̃j2Þ which significantly simplifies the integrals in z̃ and w0.
These transformations are the same as in [1] (where more
details are given as well) and, as was the case there, the
integration measures remain unchanged. With these
changes, Term 3 becomes

Term 3 ¼ ð∇bHH−1Þx
Z
α
δðjαj2 − ϵÞ

Z
w
δðσ2ðx; wÞ − 1Þ

Z
dμðzÞ∇xaG̃ðx; zÞgbbz ∇̄zb̄G̃ðz; x0Þ

�ð1þ x0 · x̄Þ
ð1þ x̄0 · xÞ

�3
2

¼ −ð∇bHH−1Þx
Z

dμðz̃Þð1þ jz̃j2Þðe−1x Þbmz̃mηaāðexÞām̄ ¯̃zm̄
�
F0ðjz̃j2Þð1þ jz̃j2Þ − 3

2
Fðjz̃j2Þ

�

×

�
F0ðjz̃j2ð1þ ϵÞ þ ϵÞð1þ jz̃j2Þð1þ ϵÞ þ 3

2
Fðjz̃j2ð1þ ϵÞ þ ϵÞ

�

¼ −ð∇aHH−1Þx
Z

∞

0

dss2
�
F0ðsÞ − 3

2ð1þ sÞFðsÞ
��

F0ðsð1þ ϵÞ þ ϵÞð1þ ϵÞ þ 3

2ð1þ sÞFðsð1þ ϵÞ þ ϵÞ
�

¼ Ið∇aHH−1Þx: ðA7Þ

The exact calculation of I is more complicated than for its
scalar counterpart. So instead of calculating it for arbitrary
λ, we find it in the two limits, namely, in the case of no
infrared cutoff, i.e., λ → 0, and in the case of λr2 ≫ 1.
Including the scale factor r, we find

I ¼ −
1

4ϵ
−

1

r2
log

�
ϵ

r2

�
−

13

8r2
; λ → 0;

I ¼ −
1

4ϵ
−

1

r2
log ðλϵÞ þ 3λ

8
þOð1Þ; λr2 ≫ 1: ðA8Þ

Combining (A4), (A5), and (A8) and taking the appropriate
limits,

hĴai ¼ −
π

2
CY¼−2∇aHH−1 þ � � � ;

CY¼−2 ¼
1

πr2
; λ → 0;

CY¼−2 ¼
λ

4π
þOð1Þ; λr2 ≫ 1; ðA9Þ

which are the results in (62) and (63).

APPENDIX B: ULTRAVIOLET-DIVERGENT
TERMS

In this Appendix we go over some of the calculations
leading to the mass term and log-divergent terms in (70)
and (71). For the mass term we proceed as in Appendix A.
As for terms that have at most a log divergence we calculate
them in the flat limit (r → ∞), afterward restoring r in the
metric and the volume element.2

We take the flat limit after performing similar coordi-
nate transformations as in Appendix A, most significantly,
the transformation z0 → z̃ that sets 1þ σ2ðz0; αw0Þ ¼
ð1þ jz̃j2Þð1þ ϵÞ. Thus, in the r → ∞ limit, we can take
the regulated propagator to be

G̃Regðx; yÞ →
1

2ðjx − yj2 þ ϵÞ : ðB1Þ

2On dimensional grounds, for terms that are at most log
divergent, r can only appear in terms that go as Oðx=rÞ. To
preserve the symmetries of the space such terms can only appear
in the metric (or its inverse or the volume element for the space).
By contrast, a term that can have 1=ϵ divergence can also have
terms of order ðlog ϵÞ=r2.
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Here we only included the first term in the propagator, as in
the r → ∞ limit it is the only term that survives for both the
scalar and Y ¼ −2 fields. The IR regulator does not show
up in UV-divergent terms.
In Γ0 the only term that can have 1=ϵ divergence is the

WZWaction which happens to have a finite coefficient (see
above). For log-divergent terms we expand hĴi further in
∇HH−1. However, since we calculate them in the limit
r → ∞, the result will be the same for scalar and Y ¼ −2
fields. Thus we can use our result from [1], where we
calculated the log-divergent term for the scalar current.
Here, we simply need to double it, as there is one term
coming from the scalar part of Γ0 and one from the Y ¼ −2
part:

Γ0 ¼
log ϵ
12

Z
Trð∇̄ð∇HH−1ÞÞ2 þ finite: ðB2Þ

For ΔΓ we can take M → H and M† → 1, as discussed
in Sec. VI B. Thus,

ΔΓ ¼ hS1i −
1

2!
hS21i þ

1

3!
hS31i þ � � �

¼ ΔΓð1Þ þ ΔΓð2Þ þ ΔΓð3Þ þ � � � ; ðB3Þ

where

S1 ¼
Z

dμ½C̄αðHaH−1 · āÞαβCβ þ Cαðā ·DÞαβCβ

þ C̄αð−HaH−1 · ∇̄ÞαβC̄β þ Cαð−ϵī j̄āī∇̄j̄ÞαβBβ

þ C̄αðϵijHaiH−1∇jÞαβB̄β�; ðB4Þ

hCαC̄βi ¼ Gscalar ¼ ð−∇̄ ·DÞ−1scalar, and hB̄αBβi ¼ G̃Y¼−2 ¼
ð−∇̄ ·DÞ−1Y¼−2. In carrying out various calculations, we will
be expanding Gscalar and G̃Y¼−2 in terms of the correspond-
ing free propagators G and G̃, as in (51). For Y ¼ −2, the
UV-regularized form of the free propagator is given in (45)
and (50). The scalar propagator was given in [1] and has the
form

Gðz; yÞ ¼ 1

2s
−
1

2
log

�
s

1þ s

�
−
3

4
; s ¼ σ2z;y; ðB5Þ

with the replacement of s by σ2ðZ; Y 0Þ to take account of
regularization.
For the mass term, we keep r finite and perform similar

calculations as in Appendix A. The log-divergent terms can
be obtained by calculating in the flat space limit and then
upgrading the metric and volume factors to the curved
space expressions. Then, expanding each G in ∇HH−1, we
find the following UV-divergent terms:

ΔΓð1Þ ¼ hS1i ¼
Z

TrHaH−1āGscalar
Reg ¼

�
1

2ϵ
−

1

2r2
log ϵ

�Z
TrHaH−1āþ log ϵ

4

Z
TrHaH−1ā ∇̄ð∇HH−1Þ; ðB6Þ

ΔΓð2Þ ¼ −
1

2!
hS21i

¼ −
1

2

Z
Tr½HaH−1āGscalarHaH−1āGscalar

Reg − 4ā ·DGscalarHaH−1 · ∇̄G0scalar
Reg þ 2ϵī j̄∇̄īðāj̄GscalarÞϵijHaiH−1DjG̃

Y¼−2
Reg �

¼
�
−

3

4ϵ
þ 1

r2
log ϵ

�Z
TrHaH−1āþ log ϵ

Z
Tr

�
1

4
ðHaH−1āÞ2 − 5

12
HaH−1ā ∇̄ð∇HH−1Þ

−
1

12
gaāgbb̄∇̄āāb̄DaðHabH−1Þ− 1

12
gaāgbb̄∇̄b̄ð∇aHH−1Þ½āā; HabH−1�

�
; ðB7Þ

ΔΓð3Þ ¼ 1

3!
hS31i

¼ 1

3

Z
Tr½HaH−1āGscalarHaH−1āGscalarHaH−1āGscalar

Reg − 12ā ·DGscalarHaH−1āGscalarHaH−1 · ∇̄G0scalar
Reg

þ 3ϵī j̄∇̄īðāj̄GscalarÞHaH−1āGscalarϵijHaiH−1DjG̃
Y¼−2
Reg �

¼ −
5

4
log ϵ

Z
TrðHaH−1āÞ2; ðB8Þ
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ΔΓð4Þ ¼ −
1

4!
hS41i

¼ −
1

4

Z
Tr½16ā ·DGscalarHaH−1 · ∇̄G0scalarā ·DGscalarHaH−1 · ∇̄G0scalar

Reg

− 16HaH−1 · ∇̄G0scalarā ·DGscalarϵijHaiH−1DjG̃
Y¼−2ϵī j̄∇̄īðāj̄Gscalar

Reg Þ
þ 2ϵī j̄∇̄īðāj̄GscalarÞϵijHaiH−1DjG̃

Y¼−2ϵk̄ l̄∇̄k̄ðāl̄GscalarÞϵklHakH−1DlG̃
Y¼−2
Reg �

¼ 13

12
log ϵ

Z
TrðHaH−1āÞ2; ðB9Þ

where in the above G0 ¼ ð−D · ∇̄Þ−1 and the traces are in the adjoint representation.
Combining the four terms

ΔΓ ¼
�
−

1

4ϵ
þ 1

2r2
log ϵ

�Z
TrHaH−1āþ 1

12
log ϵ

Z
Tr½½ā; HaH−1�∇̄ð∇HH−1Þ þ ðHaH−1āÞ2

− gaāgbb̄ð∇̄āāb̄DaðHabH−1Þ þ ∇̄b̄ð∇aHH−1Þ½āā; HabH−1�Þ�: ðB10Þ

Putting together Γ0 and ΔΓ from (B2) and (B10) above

Γ ¼ Γ0 þ ΔΓ

¼
�
−

1

4ϵ
þ 1

2r2
log ϵ

�Z
TrāHaH−1 þ 1

12
log ϵ

Z
Tr½ð∇̄ð∇HH−1ÞÞ2 þ ½ā; HaH−1�∇̄ð∇HH−1Þ þ ðāHaH−1Þ2

− gaāgbb̄ð∇̄b̄ð∇aHH−1Þ½āā; HabH−1� þ ∇̄āāb̄DaðHabH−1ÞÞ�; ðB11Þ

which are the results for the mass term and log-divergent terms in (70) and (71).
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