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We present a phenomenological study of the single top (anti)quark production with leptonic decays at
the Large Hadron Electron Collider at next-to-leading order (NLO) in QCD. We focus on various
differential distributions in a fiducial region. The NLO corrections can reduce the fiducial cross section by
14%. We find that the NLO predictions exhibit strong stability under scale variations for most observables
considered, while the scale variations at leading order dominate in the theoretical uncertainties. We propose
a method of determining the top quark mass using the measurement of the average transverse momentum of
the charged lepton. The scale variations at the NLO induce a theoretical uncertainty of about 1.3 GeVof the
extracted top quark mass. The statistical error of the extracted top quark mass amounts to 1.1 GeV. We also
investigate the impact of the QCD corrections and the scale variations in searches for the anomalous Wtb
couplings.

DOI: 10.1103/PhysRevD.104.053005

I. INTRODUCTION

The Large Hadron Electron Collider (LHeC) [1–3] is a
proposed facility for using a newly built electron beam of
60 GeVor higher energy to collide with the intense hadron
beams of the LHC. As the high luminosity phase of the LHC
will accumulate a total integrated luminosity of 3000 fb−1,
the LHeC is expected to reach a total integrated luminosity of
100 fb−1. Such a program will be devoted to probing the
energy frontier and complementing thediscoverypotential of
the LHC with measurements of deep inelastic scattering
(DIS). It can be used to study the parton structure of the
proton and QCD dynamics [4–10], Higgs physics [11–26],
trilinear couplings of gauge bosons [27,28], top quark
physics [29–39], and new resonances [40,41].
In particular, the LHeC will provide a cleaner environ-

ment for the study of single top production [31]. At the
LHC, assuming a top quark mass of 172.5 GeV, the top
quark pair and single top production cross sections are
σtt̄ ¼ 984.5 pb and σtþt̄ ¼ 245 pb at

ffiffiffi
s

p ¼ 14 TeV [42–
44]. The processes of single top production contain s, t, and
Wt channels which are all related to the Wtb vertex.

Theoretical efforts have been devoted to improving the
theoretical predictions [45–83]. Single top quark produc-
tion has been used to measure the Cabibbo-Kobayashi-
Maskawa matrix element Vtb [84,85] and to extract the top
quark mass [86–88]. In addition, various new physics [89–
99] have been searched for at the LHC, with no discovery
yet. For the LHeC, single top quark production via charged-
current DIS is dominant in all the top quark production
channels. We can utilize this unprecedented facility to
measure the precise properties of the top quark and search
for new physics.
In this work we present a fully differential calculation of

the single top quark production at the LHeC in the five-
flavor scheme (5FS) at next-to-leading order (NLO) in
QCD. We focus on the leptonic decays of the top quark.
The hadronic decays will be affected more by various
nonperturbative effects of QCD and also the standard
model (SM) backgrounds. We include full off-shell and
nonresonant contributions in our calculation. We study the
QCD corrections to various differential distributions in a
typical fiducial region of the LHeC. Specifically, we show
their impact on the precision measurement of the top quark
mass and the searches of the anomalous Wtb couplings.
The rest of our paper is organized as follows. In Sec. II,

we present our theoretical framework and the numerical
results of the total cross sections. In Sec. III, we show the
numerical results for the differential distribution, and the
implications to the measurement of the top quark mass and
the searches for the anomalous Wtb couplings. Finally, in
Sec. IV, we present our conclusion.
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II. NLO CALCULATION

In this section, we will describe the major theoretical
details and numerical results for the total cross sections. The
generic processes under consideration are e−b̄ → νet̄ →
νel−ν̄l− b̄ and e−b → νel−ν̄l−b. The leading-order (LO)
Feynman diagrams are depicted in Fig. 1. Our computation is
based on combination of GoSam2.0 [100,101] and a native
Monte Carlo framework.We use the GoSam2.0 program to
generate one-loop results for the virtual amplitudes. We
adopt the dipole subtraction method [102,103] to construct
local subtraction terms and their integrations for real emis-
sions. All these ingredients are embedded in a MC program
which can accomplish the cancellation of IR singularities and
phase-space integrations.
In the following we introduce the dipole subtraction

method used to deal with NLO calculations of subprocesses
in single top quark production. We present the numerical
result for the total cross section at the NLO based on the
framework. The discussions on scale variations at both LO
and NLO are shown at the end of this section.

A. Theoretical framework

We use the 5FS which treats the bottom quark as a
massless parton in initial hadrons. The 5FS ensures a
resummation of large quasicollinear logarithms from gluon
splitting to bottom quarks through the parton distribution
function of bottom quarks. The NLO cross section can be
written as [102,103]

σNLOf5gðpÞþ σNLOf4gðpÞþ
Z

1

0

dxσ̂NLOf4gðx;xpÞ

≡
Z
5

�
ðdσRðpÞÞϵ¼0−

�X
dipoles

dσBðpÞ⊗ dVdipole

�
ϵ¼0

�

þ
Z
4

½dσVðpÞþ dσBðpÞ⊗ I�ϵ¼0

þ
Z

1

0

dx
Z
4

½dσBðxpÞ⊗ ðPþKÞðxÞ�ϵ¼0; ð1Þ

where the contributions σNLOf5gðpÞ and σNLOf4gðpÞ (with a
five-body final state and four-body final state, respectively)
represent the subtracted real contributions and virtual
contributions including integrated dipoles. The third termR
1
0 dxσ̂NLOf4gðx; xpÞ is a finite remainder which comes
from the cancellation of the ϵ poles of the collinear
counterterms. It contains an additional one-dimensional
integration with respect to the longitudinal momentum
fraction x. P and K are universal functions of x which are
finite for ϵ → 0. dσR, dσV, and dσB are the fully differential
cross sections from real, virtual (one-loop), and Born
contributions, respectively. The dipole factors dVdipole

describe the two-parton decays of the emitters. The factor
I is derived from the dipole factors by integrating out a
single parton phase space, which will cancel the ϵ poles in
virtual contributions.
We show the one-loop Feynman diagrams with a b̄ quark

in the initial state in Fig. 2. There are similar one-loop
diagrams for the process with a b quark in the initial state
which are omitted for simplicity. The real emission
Feynman diagrams with a b̄ quark or gluon in the initial
state are shown in Figs. 3 and 4, respectively. The
corresponding subtraction terms include those of initial-
state emitter and final-state spectator Dai

j and/or final-state
emitter and initial-state spectator Da

ij,

FIG. 1. LO Feynman diagrams for the single top quark
production with leptonic decays at the LHeC. We also include
the subprocess that has an indistinguishable final state as the
single top quark production.

FIG. 2. One-loop Feynman diagrams for the single top quark
production with leptonic decays at the LHeC with a b̄ quark in the
initial state.
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Dai
j ðp1;…; p5;pa;…Þ ¼ −

1

2papi

1

xij;a4;ai

�
…; j̃;…; eai;…����Tj · Tai

T2
ai

Vai
j

����…; j̃;…; eai;…	
4;eai; ð2Þ

Da
ijðp1;…; p5;pa;…Þ ¼ −

1

2pipj

1

xij;a4;a

�
…; eij;…; ã;…

����Ta · Tij

T2
ij

Va
ij

����…; eij;…; ã;…

	
4;a

; ð3Þ

xij;a ¼
papi þ papj − pipj

papi þ papj
: ð4Þ

The Dai
j terms cancel the singularities of the matrix

elements when the final-state parton i and the initial-state
parton become collinear. Similarly, the Da

ij cancel the
singularity of the matrix elements when the final-state
gluon and b or b̄ become collinear. T and V are the color
charge operator and spin function, respectively. The j…i

4;eai
and j…i4;a are reduced born matrix elements by replacing

the parton pair a, i with a single parton eai and by replacing
the parton pair i, j with a single parton eij, respectively.
The calculations are carried out in the complex-mass

scheme [104,105] such that our results are valid in all
regions of the phase space including when the top quark is
off shell. The complex-mass scheme is a generalization of
the on-shell renormalization scheme, in which case the bare
top quark mass includes a complex renormalized mass
μ2t ¼ m2

t − imtΓt and a complex counterterm δμt. The cross
sections are dominated by contributions from diagrams
with a top quark resonance. However, we have also
included the nonresonant diagrams, as can be seen in
Figs. 1–4.

We are now ready to make predictions for any infrared or
collinear safe observable provided with the virtual correc-
tions from GoSam2.0 and the formulas of the dipole terms
in [100,102]. As for the parametrization of the phase space,
we use the multichannel approach to accommodate for the
singular structures of the top quark resonance. The numeri-
cal integrations are performed with the Monte Carlo library
CUBA [106].

B. Numerical result

We study the single top quark production in ep collisions
at the LHeC with an electron beam energy of 70 GeVand a
proton beam energy of 7 TeV. We use the following set of
SM parameters in the numerical calculations [44]:

mZ ¼ 91.1876GeV; mt¼ 172.5GeV;

mW ¼ 80.385GeV; GF ¼ 1.16639×10−5 GeV−2: ð5Þ

The CT18 next-to-next-to-leading-order (NNLO) parton
distribution functions (PDFs) [107] and the strong coupling
constant αsðmZÞ ¼ 0.118 are used throughout the calcu-
lations. The nominal choice of the factorization and

FIG. 4. Real emission Feynman diagrams for the single top
quark production with leptonic decays at the LHeC with a gluon
in the initial state.

FIG. 3. Real emission Feynman diagrams for the single top
quark production with leptonic decays at the LHeC with a b̄ quark
in the initial state.
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renormalization scales are μR ¼ μF ¼ mt=2, and the scale
variations are calculated by varying the two scales simul-
taneously from mt=4 to mt.
We list our predictions of the inclusive cross sections for

the single top quark production with leptonic decays at
different perturbative orders in Table I, with scale variations
shown as percentages. We find that the LO cross section is
dominated by the subprocess with a bottom antiquark in the
initial state. The NLO QCD corrections reduce the total
cross sections by 8.5%. The full NLO corrections consist of
three pieces from subprocesses with the bottom antiquark,
bottom quark, and gluon in the initial state. The NLO
corrections are also dominated by the subprocess with a
bottom antiquark in the initial state. The scale variations at
NLO are decreased by 5 times compared to LO and are
within 3%.
For the single top quark production, we apply various

selection cuts to account for the finite kinematic coverage
of the detectors and to suppress the SM background from
the associated production of vector bosons with jets. Final-
state quarks and gluons are clustered into jets using the anti-
kT jet algorithm [108]. The jet-resolution parameter is set to
0.4. We require at least one b-tagged jet in the final state.
The cuts on the transverse momentum and pseudorapidity
of the jet and lepton are shown below:

jηl− j < 5; pT;l− > 10 GeV;

jηjj < 5; pT;jet > 30 GeV: ð6Þ

We show the predictions for the fiducial cross sections at
LO and NLO in Table II. We list contributions from the
different subprocesses and show the scale variations in
percentages. We find that the selection cuts reduce the cross
section by about 14% at LO in comparison to Table I. The
QCD corrections are still dominated by contributions from
the subprocess with a b̄ quark in the initial state. The full
NLO corrections reduce the fiducial cross section by 15%.
The scale variations of the NLO predictions are about 3%,
largely reduced compared to the LO ones. We can also
calculate the efficiency, which is defined as the ratio of the
fiducial cross section to the inclusive cross section. From
the results in Tables I and II, we derive the efficiencies as
0.861 and 0.798 at LO and NLO, respectively.
The dependence of the fiducial cross section on the

factorization and renormalization scales (μF ¼ μR) are
shown in Fig. 5. The three vertical lines correspond to
scales mt=4, mt=2, and mt, respectively. The two curves
denote cross sections at LO and NLO. The cross sections
change dramatically below the scale mt=4. We find that the
cross sections are more stable against the scale choice in the
range mt=4 < μF=R < mt. This motivates our nominal
choice of the scale and its variation range.

TABLE I. Inclusive cross sections for the single top quark
production with leptonic decays at the LHeC at various orders in
QCD with a nominal scale choice of mt=2. The scale variations
are calculated by varying the scales from μF ¼ μR ¼ mt=4 to mt
and are shown in percentages. In the numbers of cross sections
the upper (lower) variation corresponds to the scale choice of mt
(mt=4). Separate contributions from three subprocesses with
different initial states are also shown.

Inclusive (pb) LO NLO

σ (total) 0.281þ8.2%
−11% 0.257þ0.92%

þ2.6%

σ½b̄� 0.281 0.264
σ½b� 5.35 × 10−4 5.18 × 10−4

σ½g� −6.97 × 10−3

TABLE II. Similar to Table I but for fiducial cross sections.

Fiducial (pb) LO NLO

σ (total) 0.242þ8.1%
−11% 0.205þ0.76%

þ3.1%

σ½b̄� 0.242 0.207
σ½b� 5.01 × 10−4 4.62 × 10−4

σ½g� −2.95 × 10−3

FIG. 5. The dependence of the fiducial cross section on the
factorization and renormalization scales (μF ¼ μR).

TABLE III. Similar to Table I but for fiducial cross sections
with more stringent cuts.

Fiducial (pb) LO NLO

σ (total) 0.132þ8.2%
−11% 0.108þ0.14%

þ4.2%

σ½b̄� 0.132 0.104
σ½b� 4.08 × 10−4 3.63 × 10−4

σ½g� 3.71 × 10−3
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Table III shows the predictions for the fiducial cross
sections at the LO and NLO, with more stringent cuts
shown below:

jηl− j < 3.5; pT;l− > 25 GeV;

jηjj < 3.5; pT;jet > 50 GeV: ð7Þ

The cuts reduce the cross section by about 53% at LO in
comparison to Table I. The scale variations of the LO
prediction are identical to those shown in Table I. The NLO
corrections reduce the fiducial cross section by about 18%
with scale variations slightly larger than those in Table II.
We use the selection cuts in Eq. (6) as our default setup in
the rest of the paper.

III. PHENOMENOLOGICAL ANALYSIS

In this section, we present a phenomenological analysis
of the differential distributions based on our MC program.
We show the QCD corrections and theoretical uncertainties
of the distributions. We propose a method for determining
the top quark mass using the average transverse momentum
of the charged lepton and estimate various uncertainties of
the measurement. We also show the impact of the QCD
corrections on constraining the anomalous couplings of the
top quark.

A. LO and NLO predictions

We present predictions for various distributions within
the fiducial region defined in Sec. II B in Figs. 6–10. In the
plot of each distribution, the upper panel shows the LO and
NLO distributions with a nominal scale choice of mt=2 and
alternative scale choices of mt=4 and mt. The middle panel
shows the ratio of the NLO predictions to LO predictions
(dσNLO=dσLO) with each scale choice. The lower panel
shows the PDF uncertainties and scale variations at both
LO and NLO. The PDF uncertainties at 68% C.L. are
calculated at LO using the 58 error PDF sets in the CT18
NNLO PDFs [107] and are normalized to the LO distri-
butions with the scale choice mt=2. The scale variations of
the LO (NLO) predictions are also shown in the lower panel
and are normalized to the LO (NLO) predictions with the
scale choice mt=2.
The distribution of the transverse momentum of the

charged lepton is presented in Fig. 6. In the upper panel, the
peak of the distribution occurs at around 25 GeV, and
the PT of the charged lepton can extend to 100 GeV. The
NLO corrections decrease the normalization of the distri-
bution without changing the position of the peak. The NLO
distributions of three different scales are closer to each
other than the LO ones because of the weaker scale
dependence of the NLO predictions. In the middle panel
we can see a better perturbative convergence for the scale of
mt=4 in the low PT region, where the ratio dσNLO=dσLO is
close to 1. In the lower panel, the scale variations at LO are

much larger than the PDF uncertainties. The NLO correc-
tions reduce the scale variations significantly to a level that
is comparable to or even smaller than the PDF uncertain-
ties. Figure 6 also shows the pseudorapidity distribution of
the charged lepton. The peak of the distribution occurs at a
negative value due to the asymmetric collision. For all three
scale choices the ratio of NLO to LO distribution decreases
with the pseudorapidity. The scale variations at NLO are
close to the PDF uncertainties in the full range of
pseudorapidity.

FIG. 6. Transverse momentum and pseudorapidity distributions
of the charged lepton with fiducial cuts applied at LO and NLO
with a nominal scale choice of mt=2 and alternative scale choices
of mt=4 and mt. The middle panel shows the ratio of the NLO
predictions to LO predictions (dσNLO=dσLO) with each scale
choice. The lower plot shows the PDF uncertainties and scale
variations at both LO and NLO.
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We show the transverse momentum and pseudorapidity
distributions of the b-jet in Fig. 7. In the transverse
momentum distribution, the peak of the distribution occurs
at around 60 GeV. The NLO corrections decrease the
normalization of the transverse momentum distribution and
shift the peak position to lower PT. The ratios of the NLO to
LO distributions show a minimum at PT close to the peak
region. These behaviors are due to the nonresonant con-
tributions and the hard gluon radiations. Pseudorapidity
distributions of the b-jet are similar to the distributions of
the charged lepton. They peak at negative values of ηb.
However, the ratios of the NLO to LO predictions in the
middle panel decrease more dramatically than in the cases
of the charged lepton. The scale variations are largely
reduced at the NLO in the low jηbj region. For large jηbj the
scale variations at the LO are severely underestimated.

Figure 8 depicts distributions of the invariant mass from
the system of the charged lepton and the b-jet (the
visible decay products of the top quark). The sharp cutoff
in the distribution is due to the kinematic constraint
M2

l−b < M2
t −M2

W ≈ ð150 GeVÞ2. The ratios of the NLO
to LO distributions increase right after the cutoff because of
the nonresonant and off-shell effects at NLO. This distribu-
tion has been used tomeasure the top quarkmass in the single
top quark production at the LHC [109,110]. We present the

FIG. 8. Similar to Fig. 6 but for the invariant mass distributions
of the charged lepton and b-jet system (Ml−b).

FIG. 9. Similar to Fig. 6 but for the distribution of the missing
transverse momentum (PT;miss ¼ jPT;νl− þ PT;ν̄e j) distribution.

FIG. 7. Similar to Fig. 6 but for the transverse momentum and
pseudorapidity distributions of the b-jet.
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distribution of the total missing transverse momentum
(PT;miss ¼ jPT;νl− þ PT;ν̄e j) in Fig. 9. The peak of the
distribution occurs at a much larger PT compared to the
distribution of PT;l− . The ratio dσNLO=dσLO rises signifi-
cantly in the tail region. The PDF uncertainties and scale
variations at NLO are much smaller than the scale variations
at LO.
For the leptonic decays of the top quark, the charged

lepton l− is strongly correlated with the spin direction of
the top quark. We define the helicity angle θh as the angle
between the direction of the momentum of the charged
lepton and the spin of the top quark in the rest frame of the
top quark [111,112]. In the single top quark production, the
spin of the top antiquark is always in the opposite direction

of the momentum of the incident electron. We show the
distributions of the helicity angles in Fig. 10. cosðθh;l−bÞ is
the cosine of the helicity angle based on the top quark
reconstructed with only visible decay products and the
cosðθh;topÞ based on the truth top quark. The cosðθh;topÞ
distribution displays a strong correlation pattern except in
the extreme backward region, where the fiducial cuts play
an important role. The correlations are weakened in the
distribution of cosðθh;l−bÞ due to the approximation with
the reconstructed top quark. The ratios dσNLO=dσLO are flat
in most regions of the helicity angles.

B. Top quark mass

We study the extraction of the top quark mass using the
transverse momentum distribution of the charged lepton,
following our previous work [113]. We show the sensitivity
of the distributions of PT;l− to the top quark mass in
Fig. 11. The three curves correspond to results for the top
quark masses of 167.5, 172.5, and 177.5 GeV, respectively,
with the nominal scale choice. The larger top quark mass
results in a harder PT;l− distribution and also a lower
overall normalization. We choose the average PT;l− in the
fiducial region as our principle observable to extract the top
quark mass. We also study the sensitivity of the total
fiducial cross section on the top quark mass.
The results for the average PT of the charged lepton,

including their scale variations, are presented in Table IV.
The LO results are less affected by scale choices because
the shape of the distribution depends weakly on the scale at
LO. It shows that the LO predictions are not reliable to

FIG. 11. Transverse momentum distribution of the charged
lepton with the fiducial cuts applied for different choices of the
top quark mass at NLO in QCD.

FIG. 10. Similar to Fig. 6 for the distributions of helicity angles
of the visible-particles-reconstructed top quark and the truth
top quark.
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extract the top quark mass, as can be seen in the gap
between the LO and NLO predictions. The NLO scale
variations nearly reach the level of changes induced by
varying the top quark mass by 1 GeV, which is shown in
Table V.
We further investigate the parametric uncertainties of the

average PT;l− due to parton distribution functions, bottom
quark mass and αS in Table V. The PDF uncertainties are
calculated using the CT18NNLO PDFs. In the 5FS, the
dependence of the cross section on the bottom quark mass
arises entirely from the bottom quark PDF which resums
the large logarithms of αS lnðQ2=m2

bÞ. We study the bottom
quark mass dependence of our predictions using the
MMHT2014NNLO PDF set [114] with a range of mb
values since in CT18 there are no such sets with bottom
quark mass variations. We use three MMHT PDF sets
encapsulated in LHAPDF6 [115] with bottom quark
masses of 4.25, 4.75, and 5.25 GeV. The resulting varia-
tions of the average PT;l− with respect to the one using a
nominal MMHT PDF set are reported in Table V and are
negligible. We expect the relative variations induced by the
bottom quark mass not to be sensitive to the PDF families
used, since they are mostly of perturbative origin. We
calculate the dependence on the QCD coupling constant by
varying αSðmZÞ with 0.118� 0.001. We estimate the
statistical error assuming that the LHeC can achieve a
total integrated luminosity of 100 fb−1. We conclude that
the variations of the average PT;l− by varying the top quark
mass with 1 GeV are significantly higher than the other
parametric uncertainties. The statistical error is of a similar
size as the variation from the top quark mass. We show
similar results for the total fiducial cross section in
Table VI. In contrast to the case of average PT;l− , the
parametric uncertainties are much larger than the variation

due to the top quark mass. It shows about a 1% change by
varying the top quark mass with 1 GeV, while the PDF
uncertainties are about 2%. The variations due to the
bottom quark mass are about 5% if one varies mb by
0.5 GeV, and 2% if one varies mb by 0.2 GeV, as
recommended in Ref. [116].
We use a linear model on dependence of the average

PT;l− on the top quark mass

hpT;l−i ¼ pT;0 þ λ

�
mt

GeV
− 172.5

�
; ð8Þ

where pT;0 is the average transverse momentum of the
charged lepton for a top quark mass of 172.5 GeV. The
values of λ and pT;0 can be obtained from the results in
Tables IVand V. The top quark mass can be extracted from
the measurement of hpT;l−i. In the following, we estimate
the uncertainties of the extracted top quark mass due to
both the statistical error and the theoretical uncertainties.
We neglect the contributions from various parametric
uncertainties, which are small as mentioned earlier.
We present the projection of the top quark mass

measurement in Fig. 12 with a hypothetical value of
172.5 GeV. The horizontal line corresponds to the
hpT;l−i for a top quark mass of 172.5 GeV. The horizontal
band represents the estimated statistical error of hpT;l−i.
The diagonal blue line is the NLO prediction on hpT;l−i as
a function of the top quark mass. The red band surrounding
the diagonal line represents the scale variations of hpT;l−i at
the NLO. The uncertainties on the extracted top quark mass
are computed while assuming linear error propagation and
are represented by various vertical lines. The vertical lines
of the statistical error are obtained by intersections of the
horizontal band and the diagonal line. The vertical lines of
the theoretical uncertainty are obtained as intersections of
the diagonal band and the horizontal line. Finally, the
statistical error of the extracted top quark mass amounts to
1.1 GeV and the theoretical uncertainty amounts to þ1.3
and −0.9 GeV. The current uncertainties of the direct
measurements of the top quark mass at the LHC are about
500–600 MeV [44,117]. The errors of indirect determi-
nations of mt are about 1 to 2 GeV [44]. As for the

TABLE V. Various parametric uncertainties, the expected
statistical error, and the dependence on the top quark mass of
the average PT;l− . The parameters are varied by the values in
parentheses.

GeV δhpT;l−i
PDFs (68% C.L.) þ0.0126–0.0081
αSðmZÞ (0.001) þ0.0034–0.0031
mb (0.5 GeV) �0.0011
Statistical error 0.1341
mt (1.0 GeV) 0.1225

TABLE VI. Similar to Table V but for the total fiducial cross
section. The variations of the cross section are shown as
percentages.

% δσ

PDFs (68% C.L.) þ2.50 − 2.08
αSðmZÞ (0.001) þ1.87 − 1.43
mb (0.5 GeV) �4.86
Statistical errors 0.698
mt (1.0 GeV) 0.950

TABLE IV. Average transverse momentum of the charged
lepton at various orders in QCD with a central scale choice of
mt=2. The superscript (subscript) corresponds to the variation
with the scale mt (mt=4).

GeV LO NLO

hpT;l−i 39.41−0.01þ0.006 39.75−0.11þ0.16
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HL-LHC, the uncertainties of the direct measurements can
be reduced to about 200 MeV [117]. These measurements
are from top quark pair production. Our proposed deter-
mination of mt is based on the single top quark production
with only leptonic observables and has a precision similar
to the LHC indirect measurements.

C. Signal of new physics

We study the possible improvement on searches of new
physics with the NLO predictions of the single top quark
production with leptonic decays. It has been shown that the
LHeC can provide a better assessment of the effectiveWtb
couplings through the measurement of the single top quark
production [33]. We can write the effective Wtb vertex,
including SM contributions and those from new physics,
as [118]

LtbW ¼ −
gffiffiffi
2

p b̄

�
γμððVtb þ δVLÞPL þ VRPRÞ

−
iσμνqν
mW

ðgLPL þ gRPRÞ
�
tW−

μ þ H:c: ð9Þ

The new physics contributions can be due to dimension-6
effective operators [119,120], for example [121],

1

Λ2
fCϕqO

ð3;33Þ
ϕq þ ½CϕϕO33

ϕϕ þ CtwO33
uW

þCbWO33
dW þ H:c:�g; ð10Þ

where ϕ is the SM Higgs doublet. The definition of the
operators can be found in [121]. In this case the effective

couplings can be related to the corresponding operator
coefficients as

δVL ¼ 1

2

v2

Λ2
Cϕq; gR ¼

ffiffiffi
2

p v2

Λ2
CtW;

VR ¼ 1

2

v2

Λ2
Cϕϕ; gL ¼

ffiffiffi
2

p v2

Λ2
CbW: ð11Þ

It has been shown that the asymmetry of various
observables can be sensitive to the modified Wtb cou-
plings. It is defined as [33]

AðX;X0Þ ¼
σðX > X0Þ − σðX < X0Þ
σðX > X0Þ þ σðX < X0Þ

; ð12Þ

where X is the kinematic observable and X0 is the reference
value. We consider the asymmetry of various observables
including Δηðb;l−Þ, Δφðb;l−Þ, Δφðb; ETÞ, Δφðl−; ETÞ,
and cosðb;l−Þ, which are the separation of the pseudor-
apidities and azimuth angles, and the cosine angle of the
reconstructed objects within the fiducial region. We present
the SM predictions on the asymmetries AðΔη; 0Þ,
AðΔφ; π=2Þ, and Aðcos; 0Þ at both LO and NLO with
scale variations in Table VII. The upper (lower) variation
corresponds to an alternative scale of mt (mt=4). The
statistical errors are calculated by assuming a total inte-
grated luminosity of 100 fb−1. It shows that the NLO
corrections are about 7%–30%, depending on the observ-
ables. The scale variations at the LO largely underestimate
the perturbative uncertainties. The scale variations at NLO
are about 1%–3% at the same level as the statistical errors.
We can set constraints on the new physics by comparing

the SM predictions with the projected measurements. We
calculate the contributions from new physics to the single
top quark production with leptonic decays at LO using
MG5_aMC@NLO [122]. The generated events are ana-
lyzed with MadAnalysis5 [123]. We study the effects of the
effective Wtb couplings δVL and gR using the model

TABLE VII. SM predictions on asymmetries of various ob-
servables at both LO and NLO with a nominal scale choice of
mt=2. The numbers correspond to asymmetries AðΔη; 0Þ,
AðΔφ; π=2Þ, and Aðcos; 0Þ, respectively. The upper (lower)
variation corresponds to an alternative scale of mt (mt=4). The
statistical errors are calculated by assuming a total integrated
luminosity of 100 fb−1.

Observable LO NLO Statistical error

Δηðb;l−Þ −0.374−0þ0 −0.411þ0.007
−0.008 0.006

Δφðb; l−Þ 0.420þ0.001
−0.002 0.388þ0.004

−0.002 0.006

Δφðb; ETÞ 0.805−0þ0 0.746þ0.012
−0.013 0.005

Δφðl−; ETÞ 0.346þ0
−0 0.292−0.008þ0.010 0.007

cosðb;l−Þ 0.419−0.009þ0.011 0.548−0.018þ0.018 0.006

FIG. 12. Projection of the top quark mass measurement with a
hypothetical value of 172.5 GeV. The diagonal line is the NLO
prediction on hpT;l−i as a function of the top quark mass. The
diagonal band represents the scale variations of hpT;l−i at NLO.
The horizontal band represents the estimated statistical error of
hpT;l−i. Vertical lines indicate various uncertainties of the
extracted top quark mass.
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SMEFT@NLO [124] while assuming the effective cou-
plings to be real numbers. The input parameters and
fiducial cuts are the same as those in Sec. II B.
We show the projected bounds on the effective couplings

gR and δVL at the 95% C.L. using different theory
predictions by varying the couplings one at a time in
Table VIII. The bounds are derived from the measurements
on either the total fiducial cross section or the asymmetry
AðΔηðb;l−Þ; 0Þ. The statistical errors assume a total
integrated luminosity of 100 fb−1. We further include an
experimental uncertainty of 3% for the measurements of
both the fiducial cross section and the asymmetry. The
theoretical predictions are based on the new physics
contributions calculated at LO combined with the SM
predictions at LO (NLO) and while including (not includ-
ing) the scale variations.
We find that the NLO corrections improve the constraints

on the new physics in general due to both the shift of the
SM central predictions and the reduction of the scale
variations. At LO, when including the scale variations,
the bounds on σtot are enlarged by a factor of almost 4. The
NLO predictions result in more reliable bounds. The
asymmetry AðΔηðb;l−Þ; 0Þ yields slightly weaker bounds
on gR in general than the total fiducial cross section does.
For the bounds on gR derived from the cross section, the
effects of scale variations are larger than in the case of the
asymmetry. We have also compared our results with those
in [33]. Our bounds on δVL and gR based on the LO
predictions without the scale variations are almost identical
to theirs. Note that the fiducial cuts used in our study and
theirs are slightly different. To summarize we anticipate our
best bounds on gR and δVL at the 95% C.L. being
½−0.057; 0.050� and ½−0.010; 0.010�, respectively, as
derived using the NLO SM predictions with scale varia-
tions. The sensitivity of gR is ½−0.05; 0.02� at the 95% C.L.
at the HL-LHC [117]. We conclude that the constraint on
the coupling gR at the LHeC is weaker than the HL-LHC
projection. The sensitivity of δVL is ½−0.036; 0.036� at the
68% C.L. at the HL-LHC, as in Ref. [33]. We expect the
LHeC to give a better constraint on δVL than the HL-LHC.

IV. CONCLUSIONS

In this paper, we present a detailed phenomenological
study of the single top (anti)quark production with leptonic
decays at the LHeC at NLO in QCD. The NLO calculations
are based on the dipole subtraction method and the
complex-mass scheme. We include the full off-shell and
nonresonant contributions. The NLO corrections reduce the
inclusive cross section by 8.5%, while in a typical fiducial
region the NLO corrections reduce the cross section by
14%. We also present predictions of various distributions.
The NLO predictions exhibit strong stability under scale
variations for both the total cross section and the distribu-
tions. The PDF uncertainty can be larger than the scale
variations at the NLO, depending on the kinematic region
considered.
Moreover, we study the extraction of the top quark mass

from measurement of the average transverse momentum of
the charged lepton. We find that the statistical error of
the extracted top quark mass amounts to 1.1 GeV. The
theoretical uncertainty due to the scale variations at the
NLO are þ1.3 and −0.9 GeV. The uncertainties due to
input parameters including the αS, bottom quark mass, and
PDFs are all negligible. In addition, we study the possible
improvement on searches of new physics with the NLO
predictions of the single top quark production with leptonic
decays. We obtain better constraints on Wtb effective
couplings gR and δVL using the NLO predictions than
using the LO predictions. The bounds derived using the LO
predictions are much weaker when including the scale
variations. We anticipate our best bounds on gR and δVL at
the 95% C.L. being ½−0.057; 0.050� and ½−0.010; 0.010�,
respectively, as derived using the NLO SM predictions with
scale variations.
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TABLE VIII. Projected bounds on the effective couplings gR and δVL at the 95% C.L. using different theory
predictions by varying the couplings one at a time. The bounds are derived from the measurements on either the total
fiducial cross section or the asymmetry AðΔηðb;l−Þ; 0Þ. The statistical errors are included while assuming a total
integrated luminosity of 100 fb−1. We further include an experimental uncertainty of 3% for the measurements of
both the fiducial cross section and the asymmetry.

LO LOþ Scale variation NLO NLOþ Scale variation

gRðσtotÞ ½−0.047; 0.041� ½−0.236; 0.138� ½−0.039; 0.036� ½−0.057; 0.050�
gRðΔηðb; l−ÞÞ ½−0.083; 0.062� ½−0.083; 0.062� ½−0.060; 0.051� ½−0.071; 0.059�
δVLðσtotÞ ½−0.0086; 0.0083� ½−0.034; 0.030� ½−0.0073; 0.0071� ½−0.010; 0.010�
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