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ABSTRACT: Recasting phenomenological Lagrangians in terms of SM effective field theory
(SMEFT) provides a valuable means of connecting potential BSM physics at momenta well
above the electroweak scale to experimental signatures at lower energies. In this work we
jointly fit the Wilson coefficients of SMEFT operators as well as the PDFs in an extension
of the CT18 global analysis framework, obtaining self-consistent constraints to possible
BSM physics effects. Global fits are boosted with machine-learning techniques in the form
of neural networks to ensure efficient scans of the full PDF+SMEFT parameter space.
We focus on several operators relevant for top-quark pair and jet production at hadron
colliders and obtain constraints on the Wilson coefficients with Lagrange Multiplier scans.
We find mild correlations between the extracted Wilson coefficients, PDFs, and other QCD
parameters, and see indications that these correlations may become more prominent in
future analyses based on data of higher precision. This work serves as a new platform for
joint analyses of SM and BSM physics based on the CTEQ-TEA framework.
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1 Introduction

The lack of unambiguous evidence at the LHC for new fundamental particles beyond the
Standard Model (BSM) suggests that the energy scale associated with possible nonstan-
dard interactions may be beyond the direct reach of contemporary hadron colliders. This
possibility suggests a complementary need to search for possible indirect BSM signatures
which might be realized in non-resonant deviations from SM predictions. Assuming the
typical BSM energy scale to be much larger than the electroweak scale, deviations from
the SM can be parametrized phenomenologically using the framework of SM effective field



theory (SMEFT) [1-3], in which the presence of novel interactions or degrees-of-freedom
is encoded in operators of dimension greater than 4; these operators are then associated
with corresponding Wilson coefficients and are suppressed by the UV scale characterizing
the BSM physics.

With the end of Run 2, the Large Hadron Collider (LHC) has now accumulated data
with an integrated luminosity of about 150 fb~!, allowing for an extensive battery of pre-
cision tests of the SM. Although this already represents a voluminous data set, the LHC is
expected to produce an ~order-of-magnitude more data over the coming decade. Getting
the most from these data requires that both SM and SMEFT theoretical predictions be
calculated with an accuracy and precision comparable to that of the experimental data.
To that end, production rates at hadron colliders can be calculated via collinear factor-
ization, whereby partonic matrix elements, which may involve nonstandard interactions,
are convoluted with the parton distribution functions (PDFs). However, the PDFs used in
the theoretical predictions are conventionally fitted by assuming the absence of BSM. As a
consequence, effects of BSM physics may inadvertently be absorbed into the fitted PDFs,
such that using general-purpose PDFs may lead to various statistical and other biases in
BSM searches. In principle, one might hope to avoid such complications by limiting the
energy of experimental data sets in PDF fits used for BSM searches to below a thresh-
old thus minimizing the contamination from possible BSM with the price of removal of
many PDF sensitive data [4]. To more systematically exploit the full range of high-energy
data for SMEFT-based BSM hypothesis testing, it is necessary to combine experimental
measurements and theoretical predictions in a consistent analysis framework. Such an ap-
proach is intended to minimize potential bias while maximizing the sensitivity to the BSM
scenarios encoded in the SMEFT matrix elements. Thus, one possible solution in this
direction involves extending PDF analyses to joint fits of both PDFs and BSM matrix ele-
ments as pioneered in an earlier study by the CTEQ collaboration [5] and developed later
in refs. [6-12]. In addition to avoiding statistical biases due to the use of frozen PDFs in
SMEFT-based BSM fits, simultaneous SMEFT-PDF global analyses can shed light on the
complicated correlations that may potentially exist among the PDF parameters, SMEFT
Wilson coefficients, and between members of each of these sets.

One avenue to extracting information from a simultaneous fit of PDFs and BSM is the
method of Lagrange Multiplier (LM) scans [13, 14]. The uncertainties of any input param-
eters or derived variables can be determined from the behavior of the profiled log-likelihood
function (x?) as a function of the prescribed variable, without any assumptions about the
behavior of the x? in the neighborhood of the global minimum. However, the LM method
is less used especially for fits with a large number of degrees of freedoms, since it requires a
detailed scan of the parameter space and is computationally expensive. Fortunately, it was
demonstrated that this drawback can be overcome using machine learning in the form of
neural networks (NNs) in ref. [15]. The profile of the x? in the PDF parameter space can be
modeled by NNs, which ensures efficient scans of the PDF parameter space with almost no
time cost. In this paper we further develop the framework to include key input parameters
of the SM, the mass of the top-quark, the strong coupling constant, and, importantly, the
Wilson coefficients in a specific realization of the SMEFT expansion, up to dimension-6,



in addition to the usual PDF parameters. We derive constraints on coefficients of a se-
ries of dimension-6 operators related to top-quark pair and jets production with a similar
setup to the CT18 global analysis [16] of SM QCD but with extended data sets and theory
predictions.

The paper is organized as follows. Given its central place to this analysis, we first
present the essential theoretical details and methodology of the simultaneous SMEFT-
PDF calculation in section 2. In section 3, we describe the architectures of the NNs used
in this work, followed by its validation. In section 4, we list the experimental data of top-
quark pair production and jet production that are used in this work. Results of Lagrange
multiplier scans for Wilson coefficients associated with the top-quark pair production and
the jet production are shown in section 5 and section 6 respectively. We include discussions
on the tolerance criteria and correlations of parameters in section 7. Finally, we conclude
in section 8.

2 Theoretical calculations

The effects of new physics can be described as effective interactions in the framework
of standard model effective field theory. This section will firstly describe the SMEFT
operators used in our work. Then we state the theoretical calculations of the modified top-
quark pair and jet production. Theoretical calculations on the other DIS and Drell-Yan
(DY) processes are not affected by the effective interactions considered in this work and
are the same as in the CT18 global analyses of SM QCD.

2.1 Top-quark pair and jet production within SMEFT

In SMEFT the deviations with respect to the SM can be parametrized using a basis of
higher-dimensional operators constructed from the SM fields and gauge symmetries [1, 2].
The full Lagrangian thus consists of the SM Lagrangian and additional terms expanded
in A,

c;0®

2t (2.1)

Lsmerr = Lsm + Y
[

where A is the matching scale usually chosen as the energy scale of new physics, and is well
(6)

above the electroweak scale. O, are the dimension-6 operators, and C; are the respective
Wilson coefficients which contain information about the ultraviolet (UV) theory. We do
not consider operators of dimension-7 and higher of which contributions are suppressed for
the processes of interests.

Due to the large number of potential operators of higher dimension relative to the
available data, it is typically necessary to impose a number of symmetries and other con-
straints to simplify the full SMEFT parameter space. Following refs. [17-22], we impose
a U(2)g x U(2)y x U(2)4 flavor symmetry among the left-handed quark doublets, right-
handed up-type quarks singlets and right-handed down-type quarks singlets of the first
and second generation. For top-quark pair production, this flavor symmetry leads to 14

independent four-quark operators and 8 independent operators with two heavy quarks and



bosons [21]. In this work, we only focus on the following four typical operators.
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where u;, d; are the right-handed quarks and Q; is the left-handed quark doublet of the i
generation, and t is the right-handed top quark. In addition, 74 is the Gell-Mann matrix;
T = %(7“7” — Y~y"); ¢ is the Higgs doublet; Gﬁy is the gluon field strength tensor; and
gs is the strong coupling. It is assumed that C}, = Ctld and all Wilson coefficients are taken
to be real throughout this work.
In section 6, we also study quark contact interactions in the chiral basis relevant for
jet production; in general, these are [23-27]

O =2m (Z?:l (jLi’YMQLi) (Z;":l @Lﬂ“%j) ;
O3 =27 (Z?:1 CYLi’mQLi) (Z?:1 QRﬂ“%j) ) (2.3)
O5 =2m (Z?:1 QRiWQRi) (E?’:l qri"" QRj) ;

where i, j are generation indices and q(g) denotes left(right)-handed quark field of either
up or down type. Here, the factor of 27 is due to the convention used in studies of models
of quark compositeness. Aside from quark-compositeness models, these interactions may
arise from various kinds of BSM scenarios, such as Z’ models. The relative sizes of the
corresponding Wilson coefficients depend on the details of the UV-complete models. In this
work, it is assumed that the quark contact interactions are purely left-handed, and hence,
only Cy # 0, such that the Wilson coefficients for the latter two operators of eq. (2.3) are
taken to be zero, C5 = C5 = 0. Also, all currents involving these operators are assumed
to be diagonal and universal in flavor space to suppress tree-level flavor-changing neutral
currents (FCNC).

2.2 Theoretical computations

If the associated Wilson coefficients are nonzero, the SMEFT operators discussed in sec-
tion 2.1 above have the potential to affect the total and differential cross sections computed
in typical PDF analysis. Assuming these Wilson coefficients, C;, are input parameters, we
can write their contribution to the cross sections for some arbitrary observable, 0, as

do dUSM d&i Cz d&ij CZCJ
— = x ~ T o ~ 24
dO dO +ZdOA2+ZdO A (24)
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where ogy represents the purely SM contributions, and the second term is due to in-
terference between SM amplitudes and those generated by dimension-6 operator matrix



observable | ug SM QCD SM EW | SMEFT QCD | th. unc.

tt total my NNLO+NNLL | no NLO WFR VAr.

tt pr dist. | mr/2 | NNLO NLO NLO WF R VAr.
tf my dist. | Hr/4 | NNLO(+NLP) | NLO | NLO p—

tt 2D dist. | Hy/4 | NNLO no NLO no

inc. jet PT, NNLO NLO NLO 0.5% uncor.
dijet mjj NNLO NLO NLO 0.5% uncor

Table 1. Ingredients of theoretical calculations for different observables in top-quark pair and jet
production, including the nominal scale choice, orders of perturbative calculations, and treatment
of theoretical uncertainties.

elements. For the Wilson coefficients C},, and C}; considered in this work, we note that
the interference term begins to contribute only at next-to-leading order (NLO) in QCD
and beyond. Lastly, the third term in eq. (2.4) arises from squared amplitudes generated
by the various dimension-6 operators and can rival the interference contributions, despite
the suppression from higher powers of A. In fact, SMEFT contributions to cross sections
depend on C(u.)/A? in its entirety, where C(y.) is the Wilson coefficient evaluated at an
arbitrary matching scale, p.. The scale p. does not necessarily equal A and usually is
chosen to be close to the hard scale of the process to account for RG running effects. In
our calculations, we set u.=17TeV following conventions used in previous literature. We
present constraints for the full quantity C(u.)/A? which can be interpreted in terms of new
physics at an arbitrary scale A if it is much larger than the hard scale(s) of the process.
Further details of the theoretical calculations for different observables in top-quark pair
and jet production are summarized in table 1 and will be explained further below.

We summarize calculations for the SM contributions and additional contributions from
BSM separately, namely the first term and last two terms in eq. (2.4). The total cross sec-
tions for top-quark pair production in the SM are calculated with Top++ v2.0 [28, 29] pro-
gram. These predictions thus include corrections at next-to-next-to-leading order (NNLO)
and soft-gluon resummation at next-to-next-to-leading logarithmic (NNLL) accuracy in
QCD. Dependence of the total cross sections on the top-quark mass are also included ex-
actly. On the other hand, we have not included EW corrections for the total cross sections,
as the effects of these corrections are much smaller than the experimental uncertainties on
the relevant data.

For SM distributions involving top-quark pair production at the LHC, we use results
calculated at NNLO in QCD [30, 31] and implemented in the FASTNLO interface [32, 33].
The dependence of NNLO predictions on the top-quark mass is approximated by multiplica-
tive factors derived from NLO predictions calculated via MADGRAPH5  AMC@NLO [34],
since the FASTNLO tables at NNLO are only available for a fixed top-quark mass. While
EW corrections are not available for double-differential cross sections, they have been eval-
uated for pr and my; distributions in ref. [35], where all LO EW [O(asa), O(a?)] and
NLO EW [O(a2a), O(asa?), O(a?)] corrections have been considered. We include these



EW corrections multiplicatively on top of the NNLO QCD predictions using bin-specific
K-factors. Moreover, for distributions in terms of the invariant mass of the top-quark
pair close to threshold, there exist higher-order Coulomb corrections from QCD which are
potentially large [36, 37]. These have been resummed to all orders in QCD at the next-
to-leading power (NLP) accuracy [38], and can change the cross sections significantly, for
instance in the first kinematic bin of m,; distributions measured at the LHC 13 TeV. In
our variant fits, we therefore include these soft-gluon resummed corrections as calculated
for theoretical predictions in ref. [38]; we conservatively assign 50% of these corrections as
an additional uncertainty to account for this effect.

In our nominal calculations, the dynamical renormalization and factorization scales
always take the same value, ur = ur = pg. For top-quark pair production, the nominal
scale p is set to [30]

po = my for the total cross section,

o = % for the pr; distribution,
HT 1 2 . . .
o = =~ = Z(mT’t +mqpyz) for the my; and (1/0)d"0/dprdy, distributions,

where mp; = / m37 + p2T7t and mp; =/ m37 + pzT’)E are the transverse masses of the top
quark and anti-quark. The theoretical /perturbative uncertainties for SM predictions of top-
quark pair production are estimated by varying the renormalization or factorization scale
uwr = Erpo, ur = Eruo by a factor of 2 up and down. To be specific, the renormalization
and factorization scale uncertainties d,, and d,, for arbitrary observable O are defined as

A

Or=2,p=1)—O(Er =1/2,6p = 1)
20(ép = 1,6 = 1)

5,.(0) = O(r=1,6p=2) - O0(r=1,6p = 1/2) 26)

. - 20(ép = 1,6p = 1) ' :

The scale uncertainties are assumed to be fully correlated among different bins of the same

8u2(0) : (2.5)

observable, and are included in the fit by introducing two nuisance parameters for each ob-
servable, similar to the experimental systematic uncertainties. These nuisance parameters
are not included in the published CT18 analysis where the theoretical uncertainties in top
production are probed by exploring different choices of the central scale.

Contributions to the cross sections from EFT operators are calculated at NLO in QCD
using MADGRAPHS5__ AMC@NLO [34] together with NLO implementations of EFT mod-
els [22]. We further link the calculations to the PINEAPPL interface [39, 40] to generate
the necessary interpolation tables. For each observable we need to generate several tables
in order to reconstruct full dependence of the cross sections on all the Wilson coefficients.
By doing so, we can calculate the BSM contributions exactly and efficiently for arbitrary
choices of the Wilson coefficients and PDFs. We have not considered theoretical uncer-
tainties or scale variations of these contributions from new physics for simplicity. Such
effects are sub-leading but may change our final results of the extracted Wilson coefficients
slightly; this merits further study in future analyses.



SM cross sections for jet production have been calculated to NNLO accuracy in QCD
for limited selections of PDFs. We first use the FASTNLO tables [32] at NLO in QCD
to compute cross sections for any prescribed PDFs, and then apply NNLO/NLO point-
by-point K-factors calculated by the NNLOJET [41-43] program. The FASTNLO tables
at NLO are generated using the NLOJET++ [44, 45] package. EW corrections to jet
production at hadron colliders from ref. [46] are also included on top of the NNLO QCD
predictions, again using multiplicative schemes.

For inclusive jet production, the nominal renormalization and factorization scales are
set to the transverse momentum of the individual jet, pr ;. For dijet production, the
nominal scale is set to the invariant mass of the dijet system m;;. For both inclusive jet
and dijet production, a 0.5% uncorrelated theory uncertainty is assumed for each bin to
account for statistical fluctuations in Monte Carlo calculations of the NNLO cross sections
as well as residual perturbative uncertainties as done in the CT18 analyses.

Contributions to jet production from quark contact interactions are calculated at NLO
in QCD by CIJET framework [47, 48]. We note that this program provides an interpolations
interface with pre-calculated tables, ensuring fast computations with arbitrary PDFs. An
interface to xFitter [49] is also available. As with top-quark pair production, we have not
assigned theoretical uncertainties for possible BSM contributions on similar grounds; again,
we reserve this aspect for future study.

3 Describing log-likelihood functions with neural networks

In this section, we describe our use of neural networks (NNs) and machine learning tech-
niques to model the profile of the log-likelihood function (x2) in the multi-dimensional
parameter space of the combined SMEFT-PDF analysis. This new and improved approach
has a range of validity beyond the quadratic approximation commonly used in single x?-
minimization studies based on the Hessian method and ensures efficient scans of the full
parameter space. The y? values are calculated for the full set of experimental data included
in our global analyses, where the perturbative QCD accuracy of the associated theoretical
predictions is consistently at NNLO (NLO) for the separate SM (SMEFT) contributions.
Following a brief introduction to the configuration and settings of the NNs used in this
study, we validate their performance through several comparisons between the original,
“true” x? and the predictions obtained by NNs post-training. We also include a short
introduction to the method of LM scans for completeness, which will be used in later
sections.

3.1 The log-likelihood function

The quality of the agreement between experimental measurements and the correspond-
ing theoretical predictions for a given set of SM, SMEFT and PDF parameters, {as}, is
quantified by the x? function, which is given by [50]

Npt Ny 2 Ny
Clah, () =3 1]% Dp—Til{ar}) = 3 Broda | + 322, (3.1)
k=1 a=1 a=1



Ny is the number of data points, s% are the total uncorrelated uncertainties obtained

by adding statistical and uncorrelated systematic uncertainties in quadrature, D are the
central values of the experimental measurements, and 7} are the corresponding theoretical
prediction which depend on {a¢}. Bk are the correlated systematic uncertainties on the
k™ datum from each of a sources. We assume the nuisance parameters, \,, respect a
standard normal distribution.

By minimizing x?({a¢}, {\}) with respect to the nuisance parameters, we get the pro-
filed x? function,

Npt

X*(ach, {A}) = Y (Ti{ae}) — Di)[cov 5 (T ({ac}) — D;) (3:2)

ij=1

where cov™1 is the inverse of the covariance matrix
N
_ 2
(cov)ij = 5705+ Y Biabja - (3.3)
a=1

The experimental systematic errors are usually expressed as relative errors, o;., with
respect to the data. Correlated systematic errors are then calculated as 0;,7; (known as
the ‘t” definition [51]) instead of o; o D; in order to avoid D’Agostini bias [52]. As mentioned
earlier, we include theoretical uncertainties into the covariance matrix of eq. (3.3) as well,
assuming these to be fully correlated (uncorrelated) for top-quark pair (jet) production,
by using the ‘t” definition.

3.2 Neural network architecture and training

The NNs in this paper are constructed following the guidance provided in ref. [15], now
extended to include the SM pQCD parameters and SMEFT coefficients, in addition to the
initial-scale PDFs at discrete values, f;(x;); for the latter, we assume the CT18 parametric
forms in the present study. Note that, in this approach, we use PDF values as direct inputs
to the NNs rather than the PDF parameter themselves as explained in the appendix of
ref. [15]. The inputs at the outermost layer of the NN are then my, as(Mz), values of
the PDFs at finite x;, and the SMEFT Wilson coefficients, which are associated with the
x? of individual data set as target functions. Of these, there are 45 experimental data
sets considered in this analysis with individual x? modeled using slightly different setups
of NNs as summarized in table 2. For the 32 data sets involving DIS and DY processes,
the only change with respect to the proposal in ref. [15] is to include the strong coupling
on top of the PDF values as an additional input at the primary layer of the NN. Beyond
DIS and DY, there are also 7 jet production data sets; for these, we add another hidden
layer (for 3 in total) to the architecture as well two more inputs, the strong coupling
constant, as, and the jet-related Wilson coefficient, C1, associated with eq. (2.3). The
introduction of this additional layer improves the performance of the NNs significantly
due to the quartic dependence of x? on the Wilson coefficients. For the 6 remaining top-
quark pair sets, we add one final input node for the top-quark pole mass, m;. As for
the jet data, we again consider only a single Wilson coefficient at a time (among C}.,,
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Figure 1. An example of the architecture of NNs adapted in this work, taking x? as the target
function. Inputs to the NN include the flavor-dependent PDFs at discrete values of x (e.g., z; €[0, 1]);
pQCD parameters, namely, the top-quark mass, m;, and strong coupling constant, a,; and the
SMEFT Wilson coefficients.

C’fq and Cig) for simplicity; extending this calculation to include all three top-associated
coefficients simultaneously is straightforward — we reserve this for future work, pending
the availability of additional data.

An example of the architecture of our NNs is shown in figure 1, where the inputs in
the form of initial-scale PDF values, f;(x;), together with ag, m; and the aforementioned
Wilson coefficients, are explicitly shown. The PDFs, f;(z;, Qo), are evaluated at an initial
scale of Q)9 =1.295GeV and with the momentum fraction, x;, selected among 14 different
values from 3.3 x 1075 to 0.831, and i € {g,u, d, u, d, s} — i.e., running over the gluon and
all light-quark flavors. We note that our assumption of the CT18 parametrization results
in a symmetric strange sea, s =35, at Q =Q)y. We also stress that the x;-grid chosen for
sampling the PDFs, which in total produces 84 values of f;(x;), is more than sufficient
to fully describe the PDFs’ shape and normalization as parametrized in CT18, given that
this fit involved 28 free PDF parameters. In the end, these finite PDF values, when taken
together with o, for DIS and DY, another single SMEFT Wilson coefficient for the jet
and top data, as well as m; for top-pair production, collectively lead to NNs with input
layers consisting of 85, 86, or 87 nodes for DIS/DY, jet production, or tt experiments,
respectively. The three hidden layers consist of 60, 40, and 40 nodes, respectively, with
different activation functions as shown in table 2. Moreover, the y? likelihood function
given as the final output is constrained to be positive-definite by requiring weights to be
strictly positive in the last layer.

A training sample consisting of 12000 PDF replicas with different o values, and as-

sociated inputs of my, C1, and one of {C},,Cs Cig} is generated. The oy, my, C1, and

tu? )
{Cgu,qu, Ci} values are generated randomlif from uniform distributions defined over
reasonably-chosen domains of interest. Details on the generation of PDF replicas are de-
scribed in ref. [15]. We compute the x? of all the data sets for each of the replicas according
to the theoretical choices described above. We train each NN for 12 hours on a single CPU-

core (2.4 GHz) which is sufficient to obtain the necessary accuracy, as we discuss below.



Process . Activation functions No. of
Inputs Architecture
(No. of data sets) for each layer total params.

tt production | {PDFs, as, my,
(6) (Chy» Cia)}

jet production
(7)

Others
(32)

1
Cu 87-60-40-40-1 tanh, (22 + 2), (22 + 2), linear 9401

{PDFs, a;, C1}  86-60-40-40-1 tanh, (22 + 2), (2 + 2), linear 9341

{PDFs, as} 85-60-40-1 tanh, (2 + 2), linear 7641

Table 2. A summary of the different NN architectures used in this paper for the various processes
considered. A total of 45 NNs have been constructed in our nominal fit.
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Figure 2. A histogram giving the ratio of ng as predicted by NNs to the true value from direct
calculation for all 4000 PDF replicas in the test sample. The distribution is normalized to the total
number of the replicas included in the test sample.

3.3 Validating the neural network

The accuracy of the prescribed NNs used in this study has already been validated thor-
oughly in ref. [15] when using only PDF values as inputs at the first layer. We generate
an independent 4000-replica test sample to validate the performance of the NN so as to
prevent over-training and crosscheck the statistical agreement of predictions based on the
NN output with the true parametric shape of the underlying x? function. In the end, we
find equally good performance for all data sets considered in this work using the updated
architecture outlined above with the additional SM parameters and SMEFT inputs. For
example, we consider the data sets involving top-quark pair production and define Xf{ to
be the sum of the individual x? values for each of the 5 data sets used in our nominal fit as
summarized in table 3. In figure 2, we show histograms based on the 4000 PDF replicas in
the test sample giving the ratio of the Xi— prediction from the trained NNs to the true value
from direct computation. We note that the x? predicted for the full data set is obtained by
summing the respective outputs of the NNs. The resulting distribution is then normalized
to the total number of the replicas included in the test sample. Post-training, the NN
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Figure 3. The ratio of the thf prediction by NNs to its truth for each of the PDF replica in the
test sample, distributed in the variable ay, m¢, CL, and xfp respectively.

predictions agree with the true y? calculation to much better than sub-percent accuracy
— within 4 per-mille; the deviations from XQNN /x?=1 exhibit an approximately Gaussian
distribution.

In figure 3, we show the ratio of the X?E prediction based on the NN output to its true
value for each of the PDF replicas in the test sample, in this case plotted against select SM
parameters and the true y?; namely, every PDF replica is associated with a corresponding
value of a, m; and C’}u, and the associated X?{’ While there is an a sub-permille shift in
the direction of X2NN > x? as well as extremely soft oscillations in the m; plot, the panels
in figure 3 otherwise reveal no significant dependence of the x%y/x? ratio upon the input
parameters. This behavior confirms that the NNs indeed reproduce the local dependence
of the likelihood function on the SM parameters introduced in this study, with no evidence
of systematic, parameter-dependent deviations from the true y2. The distribution of Xi—
for the 4000-replica training set is bounded within [40, 330] x2-units, and the absolute
deviations of the NN predictions are generally within 0.1 unit, especially when close to the
global minimum. This level of agreement is sufficiently accurate for a global analysis.
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3.4 Method of LM scans

The Lagrange multiplier (LM) method [13, 14] is a robust approach for estimating the
uncertainty of any dependent variable X ({a,}), where {a,} represent the free parameters
in the global analysis as before. In this method, the x? of the global fit is modified
by introducing the derived variable, X ({as}), of the underlying fit parameters as a LM
constraint. The new function to be minimized in the global fit is then given by the sum of
two parts,

(A {ae}) = x* {ar}) + AX ({ar}) (3.4)

where A is the Lagrange multiplier, which can be continuously varied. For each value of
A, one can determine a set of {a;}, X ({as}) and x?({a,}) by minimizing ¥, such that the
corresponding x?({a,}) then represents the lowest possible x? for the corresponding value
of the X ({as}). The best-fit value of X ({a,}) and the global minimum, x2,, correspond
to the choice A = 0 in eq. (3.4). By repeating the minimization for different values of A,
one can determine sets of {as}, X ({as}) and x?({a¢}). With this information, it is possible
to determine the profiled x? as a function of the variable X, and the PDF uncertainty of X
at the 90% CL may be evaluated against a tolerance criteria, Ax?+ P <100, following the
CT18 default analysis. The penalty term P, called the Tier-2 penalty [53], is introduced
to ensure the tolerance is saturated as soon as any data set shows disagreement at the 90%
CL. We point out that in the special case in which X ({a}) is simply taken to be one of
the input parameters, ay, of the global fit, the LM scan is equivalent to repeating the fit
with one of ay systematically fixed to different values.

The correlation between two dependent variables, Xi({as}) and Xa2({as}), can be
assessed with two-dimensional (2D) LM scans [15], which can be achieved by simultaneously
introducing both X;({a}) and X2({a}) via Lagrange multipliers. The new function to be
minimized in this case is a straightforward generalization of eq. (3.4), becoming

U (A, A2, {aed) = X% ({ae}) + MXa ({acd) + XXz ({ae}), (3.5)

where A1 and Ao are the specified LM constants as before. One can determine the profiled
x? as a function of the variables X; and X,. The resulting 2D manifold for Ax? in the
plane of X7 vs. X5 can be read as a traditional contour plot, quantifying the correlation
between X; and Xs.

4 Experimental data

In this section, we briefly summarize the relevant experimental data sets in our simultane-
ous global analysis of QCD and SMEFT. We start with the CT18 NNLO fit as a baseline
by including all 39 default data sets from this study, consisting of DIS and DY as well as
top-quark pair and jet production. We then include several additional LHC experiments
at 8 and 13 TeV — specifically, distributions from top-quark pair and jet production; we
also incorporate total cross section data for top-quark pair production at both the Teva-
tron and LHC. BSM scenarios parametrized through SMEFT are directly constrained in
particular by the 13 data sets on top-quark pair and jet production as summarized in
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Experiments Vs(TeV) L(fb~1) | observable Npt
*I LHC(Tevatron) | 7/8/13(1.96) | — tt total cross section [54-59] | 8
*t ATLAS tt 8 20.3 1D dis. in pry or my; [60] 15
I CMS tt 8 19.7 2D dis. in pr; and y; [61] 16
CMS tt 8 19.7 1D dis. in my; [62]

*t ATLAS tt 13 36 1D dis. in my; [63]

I CMS tt 13 35.9 1D dis. in my; [64]

*I CDF 1II inc. jet | 1.96 1.13 2D dis. in pr and y [65] 72
*F DO II inc. jet | 1.96 0.7 2D dis. in pr and y [66] 110
*I ATLAS inc. jet |7 4.5 2D dis. in py and y [67] 140
*f CMS inc. jet |7 5 2D dis. in pr and y [68] 158
* CMS inc. jet 8 19.7 2D dis. in py and y [69] 185
f CMS dijet 8 19.7 3D dis. in p#¢, y, and y* [70] 122
f CMS inc. jet 13 36.3 2D dis. in pr and y [10] 78

Table 3. Experimental data sets on top-quark pair and jets production included in the global
analyses. Ny indicates the total number of data points in each data set. The data sets marked
with star (dagger) are included in our nominal fits for study of SMEFT in top-quark pair (jet)
production. Other data sets on DIS and DY productions are the same as in CT18 analyses and are
not shown here for simplicity.

table 3. Additional detail regarding the other 32 data sets on DIS and DY production
can be found in ref. [16]. In table 3, sets marked with a star (dagger) are included in our
nominal PDF+SMEFT fits of top-quark pair (jet) production data. We further summarize
key aspects of these experiments, including their respective kinematical coverages, in the
subsections below.

4.1 Top-quark pair production

The ATLAS and CMS collaborations at the LHC have measured differential cross sections
for top-quark pair production in several kinematic variables at /s = 8 TeV. With the
exception of ATLAS, we avoid including multiple distributions from the same experiment
due to the complicated and hard-to-control statistical correlations which would exist among
these data sets. For ATLAS, however, we include one-dimensional distributions in both the
invariant mass of the top-quark pair, do/dm,;, and the transverse momentum of the top
quark, do/dpr., corresponding to an integrated luminosity of £=20.3 fb~! [60]; this results
in 8 and 7 data points, respectively. For CMS, with £=19.7fb~! of integrated luminosity,
we nominally fit the normalized double-differential cross section, (1/0) x d*c /dpr+ dy; [61].
These data sets were included in the CT18 fit as Exp. ID# 580 and 573, respectively. As
mentioned earlier, in our variant fit the CMS measurement of the normalized differential
cross section, (1/0) x do/dmy; [62], is used instead. We also note that the kinematic reach
of these data was restricted to pr; <600 GeV and m,; <1600 GeV.
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For /s = 13TeV, we select the distribution on m,; on the logic that the large my;
region is more sensitive to BSM physics. In this case, the ATLAS data we fit [63] were
collected in 2015 and 2016 with £ =36fb~! in the lepton+jet decay channel of the top-
quark pair. For CMS [64], the data were collected in 2016, corresponding to an inte-
grated luminosity of 35.9fb~! in the dilepton decay channel. The two collaborations pro-
vide measurements based on the same binning scheme over m,;; with bin edges located
at [300, 380,470, 620, 820, 1100, 1500, 2500] GeV; this therefore results in Ny, =7 for both
experiments.

Lastly, we have also taken into account measurements of the ¢t total cross section from
the Tevatron and LHC (for the latter, with 1/s=7,8,13 TeV), leading to a combined total
of 8 more data points. To be specific, we include the data from CDF and DO at /s =
1.96 TeV [54]; ATLAS [55] (ep channel) and CMS [56] (dilepton channel) at /s = 7 TeV;
ATLAS [55] (ep) and CMS [57] (ep) at /s = 8 TeV; and ATLAS [58] (eu) and CMS [59]
(ep) at /s = 13 TeV. The precision of these measurements ranges from 2% for ATLAS at
13 TeV to 8% for DO.

4.2 Inclusive jet and dijet production

For inclusive jet production we include data on the double-differential cross section in the
transverse momentum and rapidity of the jet, d?c/(dprdy), as measured by the CDF
and DO experiments during Run-II of the Tevatron. The CDF experiment measured the
inclusive jet cross section in pp collisions at /s = 1.96 TeV with data corresponding to an
integrated luminosity of 1.13fb~! [65]. This measurement used the cone-based midpoint
jet-clustering algorithm in the jet rapidity region of |y| < 2.1, with a cone radius R =

(Ay)? + (A¢)? = 0.7 in rapidity y and azimuthal angle ¢, resulting in 72 data points in
total. Meanwhile, the D0 experiment collected a data sample at a center-of-mass-energy
of /s = 1.96TeV, corresponding to an integrated luminosity of 0.70fb~! [66]. Cross
sections on inclusive jet production with jet transverse momenta from 50 to 600 GeV and
jet rapidities of up to 2.4 were divided into 110 bins. Again, the midpoint jet algorithm
with radius R = 0.7 was adopted.

For ATLAS, measurements of inclusive jet production at y/s = 7 TeV based on the anti-
kr jet algorithm [71] with radius R = 0.6 are included in our fit, where these data have an
integrated luminosity of 4.5fb™! [67]. This set covers a jet rapidity range of 0 < |y| < 3.0
and associated transverse momentum range of 74 < pr < 1992 GeV, for a total of 140 data
points. For CMS, we fit inclusive jet data measured at /s = 7TeV [68], 8 TeV [69] and
13 TeV [10], with these corresponding to £=5, 19.7 and 36.3 fb™ !, respectively. The 7 TeV
set contains 158 data points, covering a phase-space region with jet transverse momentum
56 < pr < 1327 GeV, and rapidity 0 < |y| < 3.0. For the 8 TeV data, there are a total of 185
points, in this case covering transverse momenta 74 < pr < 2500 GeV and jet rapidities over
0 < |y| < 3.0. Finally, the 13 TeV data set involves 78 points, covering a phase space region
with jet transverse momentum from 97 GeV up to 3.1 TeV and rapidity |y| < 2.0. We stress
that the CMS 8TeV jet data are only used in the variant SMEFT fit for jet production.
In our nominal fit, however, we instead use the CMS dijet measurements recorded at
8 TeV [70]. These measurements provide 122 data points on the triple-differential cross
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section, which is dependent on the average transverse momentum of the two leading jets,
PTave = (P11 + pr,2)/2; half of their rapidity separation, y* = |y1 — y2|/2; and the rapidity
of the dijet system, yp = |y1 + y2|/2. In this case, the average transverse momentum
can reach 1600 GeV in the central rapidity region, and we point out that, for all CMS
measurements, we select those data which were measured using the anti-kp algorithm with

a jet radius R = 0.7.

5 LM scans with top-quark pair production

In this section, we investigate the determination of the top-associated SMEFT Wilson
coefficients [corresponding to the operators of eq. (2.2)] in our combined analysis with
PDF degrees-of-freedom; we quantify constraints on the SMEFT coefficients via LM scans
as discussed in section 3.4. Before doing this, however, we first examine the impact of our
fitted data on the purely SM input parameters, namely, the top-quark mass, m;, and the
strong coupling constant, as(Myz), given that these quantities are strongly correlated with
top-quark pair production. We note that the other default data sets for jet production and
DIS/DY are always included in our global analyses as well, although these information do
not impose as direct constraints, particularly with respect to m;.

5.1 Impact of strong coupling and top-quark mass

We first carry out a series of LM scans on a joint fit of PDFs, m; and as(Mz) — without
considering SMEFT contributions. In figure 4 (a) and (b), we show the profiled x? as a
function of ags(Myz) and my, respectively. The black-solid line(s) represent the change,
Ax?, in the global likelihood function relative to the best fit, Ax? =0, whereas the various
colorful dot, dash and dot-dash curves represent the contributions to Ayx? from individual
experimental data sets. We find that both the global and individual experimental Ay?
curves show an almost quadratic dependence on the variables in the neighborhood of the
global minimum.

In figure 4 (a) for as(Mz), we see that, as expected, the combined HERA DIS data
stand out as providing an especially important constraint due to both the high experi-
mental precision and large volume of data for this set. The LM scans predict a value of
as(Mz) = 0.1162, which is slightly smaller than, but consistent with, the world average
of as(Mz) = 0.1179 £ 0.001 [72]. These results on as(Myz) are also consistent with those
reported in the CT18 analysis and serve as a crosscheck on the accuracy of our new ap-
proach based on NNs. Meanwhile, in figure 4 (b) the LM scans over m; show that the tt
data offer the dominant constraint(s), again as expected. The LM scans predict a central
value and uncertainty of m; = 172.58 GeV, which is slightly larger than the world average
of my = 172.440.7 GeV [72] from measurements of cross sections; still, up to uncertainties,
these values are nicely consistent. We find that both the CMS 8 and 13 TeV tt data prefer
a smaller value of m; compared to the ATLAS ¢t data, which prefer larger m;, much as was
reported in ref. [73], which attributed these preferences as mainly coming from constraints
provided by the first kinematic bin of the m,; distribution close to the threshold region. A
detailed study on determination of the top-quark mass will be presented elsewhere.
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Figure 4. LM scans on as(Myz) (left panel) and m, (right panel). The black-solid lines represent
the total Ax? of the global fit. The dotted, dashed, and dot-dashed curves represent the contribu-
tions to Ax? from individual experimental data sets.

Following these preliminaries on the purely SM fits, we now move to joint SMEFT/SM
fits, taking C}, as a first example. A priori, it is possible that significant parametric
correlations might exist among the PDF and SM input parameters illustrated above and
the SMEFT operator coefficients. To investigate this potential interplay, we simultaneously
consider the Wilson coefficient and as(Myz) or m, in the two panels of figure 5, showing the
contours of Ax? in the plane of C}, vs. as(Myz) (left panel) and C}, vs. m; (right) based on
the 2D LM scans of eq. (3.5). Here, the blue and red contours represent Ax? = 5 and 10,
respectively. For the fitted data set, we find only very minimal correlations between Cf,
and as(Mz) or my, consistent with the SM, corresponding to C}, = 0. In fact, the best-fit
values of as(Myz) and my are almost identical (and well within a small Ax? interval) to
those shown in figure 4, which corresponded to fitting without SMEFT contributions. We
note that the shapes of the contours are mildly asymmetric because of the non-quadratic
dependence of x? on the underlying parameters. These conclusions also hold for the other
top-associated Wilson coefficients of eq. (2.2).

To further disentangle possible correlations among the SM/EFT input parameters
impacting the description of the tt data, we perform a series of global fits with either
as(My) fixed to 0.118 or my fixed to 172.5 GeV, with both of these fixed, or with C}, fixed
to 0. The resulting x? values under these scenarios for the various individual ¢ data sets as
well as the total at the global minimum are summarized in table 4. The total x? is elevated
by about 18 units if as(My) is fixed to 0.118, consistent with results shown in figure 4,
while it changes by less than one unit when fixing m; or C}, as call be deduced from the
“all fixed” scenario of table 4. The x? of individual £ data sets only change slightly with
shifts in opposing directions depending on the specific data set. The sum of x? from all t¢
data sets varies within 2 units as a consequence.

We conclude that varying as(Myz) and m; away from their respective world averages
has little impact on extractions of SMEFT Wilson coefficients, provided these variations
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Figure 5. Contour plot of Ax? in the plane of C}, vs. as(Myz) [left] and CL, vs. m; [right], as
determined according to the 2D LM scan technique of eq. (3.5) and surrounding text.

x? (nominal) | tot. cross sect. CMS 8 ATLAS 8 CMS 13 ATLAS 13 | global
all free 5.08 16.70 11.41 14.24 4.73 4278.62

my fixed 5.09 16.76 11.30 14.30 4.71 4278.63

o fixed 6.13 17.27 9.85 15.96 4.13 4297.38

as and my fixed 6.91 16.52 10.95 15.06 4.47 4297.97
all fixed 6.90 16.49 11.03 14.62 4.96 4298.03

Table 4. Central values of x2 for the individual t¢ data sets as well as the full global fit assuming
various fixing conditions on the parameters as(Mz), my, and CL,.

remain within present uncertainties. Below, we present LM scans to further explore con-
straints on the SMEFT coefficients; for these, we perform joint fits of PDFs and Wilson
coefficients only, fixing as(Mz) = 0.118 and m; = 172.5 GeV. Lastly, we have also checked
the impact of the resummed Coulomb corrections mentioned in section 2, and we find these
corrections have a negligible effect upon determinations of the Wilson coefficients.

5.2 Four-quark and gluonic operators

We first show results for the four-quark operators, O}, and Otld. We perform LM scans on
a single effective Wilson coefficient, assuming C}, = C},, with all other SMEFT coefficients
set to zero as discussed earlier. The profiled x? as a function of C}, is shown in figure 6.
We find that both the global Ax? and the Ax? curves for individual experiments show a
predominantly quartic dependence on C} , which is expected since the interference between
the SM and the SMEFT operators, O}, and Ogd, starts at NLO in QCD.

In the left panel of figure 6 we present the nominal calculation — i.e., with default
scale choices and uncertainties as discussed in section 2.2 — finding that the 13 TeV CMS
tt data impose the strongest constraint under this scenario, showing the most rapid growth
in A2, especially for larger values of |C},|. Intriguingly, the 13 TeV ATLAS tt data suggest
a tiny preference for nonzero |CL,/A?|, with a ~ 2-unit Ax? dip in the neighborhood of
|CL,/A?| ~ (0.5 — 0.6) TeV~2 relative to the zero-SMEFT baseline; this, coupled with the
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Figure 6. LM scans on C}, /A? (=C},/A?) under the nominal fit (left panel) as well as excluding
theoretical scale-choice uncertainties (right panel). The solid black and red lines represent Ax? and
Ax? + P, respectively. The dot-dashed curves represent the contributions to Ax? from individual
experimental data sets. The blue vertical dot-dashed lines indicate the 90% CL uncertainties as
determined by requiring Ax? + P = 100.

comparatively slow growth in Ax? seen for the other ¢ sets, has the effect of broadening the
total uncertainty allowed for this SMEFT Wilson coefficient. Still, the uncertainty range is
mostly determined by the penalty term of this data set. The LM scans ultimately predict
a result of C},/A? = 0.1479:51 TeV=2 at 90% CL, which is consistent with the SM. Analo-
gously, in the right panel we show the corresponding results determined without theoretical
scale-choice uncertainties. We find that the behaviors of both global Ax? and individual
experimental Ax? are very similar to those shown in the left panel, but with a modest
increase in the takeoff of Ax?, particularly in the tails of the profiled experiments. This
implies a slight reduction in the uncertainties for C},/A?, as is to be expected. In addition
to figure 6, we also perform LM scans on C},, under the scenario that the PDF parameters
are fixed to values at the global minimum. This leads to C,,/A? = 0.147052 TeV—2 at 90%
CL, which is very close to the results with the nominal setup, indicating that correlations
between the PDFs and C}, are indeed weak when fitted to present data.

In figure 7, we compare the gluon PDF, g(x,Qo), at Qo = 1.295GeV determined by
fitting with and without BSM SMEFT contributions from the inclusion of Of, =0}, We
also show the ¢g-PDF determined without theoretical uncertainties as also explored in fig-
ure 6. In the left panel, the blue and red solid lines represent the central values of the
gluon PDF determined with [SM+C},] and without [SM] nonzero SMEFT contributions,
respectively. The green-solid line represents the central value of the g-PDF when deter-
mined in the presence of nonzero SMEFT but without theoretical uncertainties. The PDF
uncertainties at 68% CL are shown as hatched areas in the various relevant colors. We find
that the fitted gluon PDFs obtained with and without BSM as parametrized by SMEFT
are almost indistinguishable in terms of both the central value and uncertainty. We note a
very slight upward shift in the central value of the PDF, and corresponding ~ 7% reduction
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Figure 7. The gluon PDFs, g(z,Q), determined by fitting with and without BSM contributions
from O}, and O}, at Q = 1.295 GeV are shown in the left panel. The blue and red solid lines repre-
sent the central values determined by fitting with and without SMEFT contributions respectively,
and the green solid line represents the central value determined by fitting with SMEFT contribu-
tions and without theoretical uncertainties. The PDF uncertainties at 68% CL are shown through
hatched areas with relevant colors. The relative uncertainties are shown in the right panel with the
same colors.

in the uncertainty, for x ~0.02 once theoretical uncertainties are removed. In addition, a
slight downward shift in the central gluon PDF, of relative magnitude < 5% and with a
~10% narrowing of the uncertainty, occurs near x~0.5. As a companion plot, in the right
panel of figure 7 we show the relative PDF uncertainties at 68% CL for each of the curves
discussed above, now normalized to the nominal SM fit so as to more clearly illustrate
the effect on the size of the PDF errors of incorporating SMEFT coefficients and (not)
including theoretical uncertainties.

We next turn our focus to another of the four-quark operators of eq. (2.2), Of,. In
figure 8 we show the results of LM scans on Ctsq. As before, in the left panel we show the
result of the calculation based on our nominal fit configuration, in this case finding strong
constraints from the 8 and 13 TeV CMS data as well as the total ¢t cross section measure-
ments. In the nominal fit, we treat PDF parameters and EFT coefficients on the same
footing and thus consistently obtain bounds on EFT coefficients with PDF uncertainties
inside the framework of CT18. As had been the case for C},, there is a very small hint of
a preference for a nonzero SMEFT Wilson coefficient from both the 8 and 13 TeV ATLAS
data, but these largely lie at values suppressed by the penalty term of the likelihood func-
tion, which again plays a decisive role in the full uncertainty on qu /A% The LM scans
predict a result of Cf, /A? = —0.807238 TeV~=2 at 90% CL. In the right panel of figure 8,
the PDF parameters are fixed to their values at the global minimum. Hence, the PDF
uncertainties are not included in the bounds on EFT coefficients. The LM scans predict
a result of Cf /A% = —0.807333 TeV—2 at 90% CL with uncertainties slightly smaller than

q
those shown in the left panel. As before, this suggests only very mild correlations between
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Figure 8. LM scans on Cf, /A? with the PDF parameters allowed to free vary (left panel) or fixed
at the global minimum (right panel).

SMEFT and PDF parameters at the current time, but with a mild possibility of slightly
underestimating the full uncertainty on SMEFT Wilson coefficients in analyses with fixed
PDF degrees-of-freedom.

The SMEFiIT collaboration presents a global interpretation of Higgs, diboson, and
top-quark production and decay measurements from the LHC in the framework of the
SMEFT [74]. The 95% CL bound associated with the one-parameter EFT fits for Ctsq /A2
is [—0.483, 0.393] TeV—2. In our PDF fixed case, the 95% CL bound determined with
the same parameter-fitting criterion as ref. [74] is [—2.285, 0.701] TeV 2, which is slightly
weaker than the SMEFiIT result. The main reason for this is that the SMEFiT study
included more experimental data sets with larger luminosity. In this work, we only consider
5 data sets involving top-quark pair production, amounting to a total integrated luminosity
of £~111.9fb~1. The total number of top quark-pair sets included in the SMEFiT study
is 9, and the total integrated luminosity is ~ 193fb~!. Also relevant is the fact that the
scale uncertainties on the t¢ production cross sections were not considered in ref. [74].

In figure 9, we compare gluon PDFs at Qg = 1.295 GeV as determined by fits with and
without the freely-varying SMEFT contributions from Oﬁq. The PDF uncertainties at 68%
CL are shown through hatched areas with relevant colors. In the left panel, we find that
the PDFs from the two fits are almost indistinguishable for both the central value and the
uncertainty region. A negligible upward shift smaller than 1% on the central value can be
seen in the endpoint regions of z < 3 x 1073 and 2 > 0.5 after including possible BSM
contributions via the SMEFT coefficient. In the right panel, the size of the relative PDF
uncertainty is modestly enlarged at the ~5% level around x ~0.03 following the inclusion
the fitted SMEFT coefficient.

Lastly, we also consider the other top-relevant (gluonic) operator, O;g, showing in
figure 10 the analogous LM scan results on Cyg. For the nominal setup, given in the left
panel, we find that the constraint from the total cross section measurements predominate
among the various fitted experiments; as before, the uncertainty on Cyg/A? mostly comes
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Figure 9. The g PDFs determined by fitting with and without SMEFT contributions from qu at
Qo = 1.295 GeV are shown in the left panel. The blue and red solid lines represent the central values
determined by fitting with and without BSM contributions, respectively. The PDF uncertainties
at the 68% CL are shown through hatched areas in the relevant colors. The relative 68%-level
uncertainties, normalized to the purely SM scenario, are shown in the right panel in matching colors.

TeV—2 nominal PDF fixed no the. unc.
Ch/A? | 014¥05; 0147090 0.14754)
Cs /A% | —0.807338  —0.8013:38 -

Cig/A% | —0.107528  —0.1075:2 -

Table 5. Constraints on new physics at 90% CL.

from the penalty term of this data set, such that the LM scans predict a result of Cyg/A? =
—0.101928 TeV~=2 at 90% CL. In the right panel, the PDF parameters are fixed to their
values at the global minimum. The result in this case, Cyg/A% = —0.107023 TeV~2 at
90% CL, is again closely to that obtained under the nominal setup. This once again
indicates a weak correlation between PDFs and Cyg in the global fit. We also note that,
unlike the corresponding LM scans for Cf, /A% and Cf, /A% shown earlier, Ax? mostly grows
monotonically away from the C'=0 SM scenario, with minima of only extremely shallow
depth for, e.g., the 8 and 13 TeV ATLAS ¢t experiments. The SMEFiT collaboration reports
a 95% CL bound on Cyg/A? of [0.006, 0.107] TeV~2 from the one-parameter EFT fits [74].
In our case when using the same criterion for the PDF fixed case, we obtain a bound of
[—0.255, 0.052] TeV ~2 at 95% CL, which is again weaker for the reasons summarized before.

We summarize the results we obtain for all three Wilson coefficients under different
fitted assumptions in table 5. In figure 11, we compare g PDFs at Qg = 1.295 GeV de-
termined by fitting with and without SMEFT contributions from O;g, finding that these
fits are essentially indistinguishable. We therefore conclude that, at present, SMEFT-PDF
correlations in the ¢ sector are effectively absent for Of, (=0};) and Oy, while nonzero
but very weak for the octet operator, qu.
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Figure 10. LM scans over C;g/A? with the PDF parameters freely varying (left panel) or fixed
to their best-fit values (right panel).
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Figure 11. The g-PDFs determined by fitting with and without SMEFT contributions via O;¢ at
Qo = 1.295 GeV are shown in the left panel. The blue and red solid lines represent the central values
determined by fitting with and without BSM contributions respectively. The PDF uncertainties at
68% CL are shown through hatched areas with the corresponding colors. The relative uncertainties
at 68% CL are shown in the right panel, normalized to the SM curve.

We evaluate the constraints on the Wilson coefficients from each ¢t experiment by
repeating the global fit, retaining only a single data set at a time. The results of this
procedure are listed in table 6. The second column shows the results obtained through
the full data set fitted under nominal settings. For C},/A?, given in the first row, the
CMS 13 TeV data the give strongest constraint, consistent with the Ay? profiles shown in
figure 6. In addition, the ATLAS 8 and 13 TeV data both prefer a positive C},/A?. For
C’fq /A? (second row), the total cross section measurements and the CMS 13 TeV data give
the strongest constraints. The ATLAS 8 and 13 TeV data both prefer a positive Ctgq /A% in
contrast to the other three data sets, which all prefer negative values. Finally, for Cyg /A2,
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TeV 2 nominal | tot. cross sect. CMS 8 ATLAS 8 CMS 13 ATLAS 13
Ch./A? | 0.14756; 0.0%75) 0017735 0.35%%]5  —0.055578  0.54793
C3 /A% | —0.80%33% | —0.8172% 216737 0924188 05720 1727297
Cia/A? | —0.107020 | —0.13%028 0437145 —0.287982 0127075 —0.387L30

Table 6. Constraints on the SMEFT Wilson coefficients at the 90% CL from the individual tf
data sets examined in this study.
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Figure 12. Contour plot of Ax? on the plane of Cf,/A® vs. Cyq/A? with the PDF parameters
freely varying (left panel) or fixed to their best-fit values (right).

appearing in the last row, the total cross section measurements predominate over the other
data sets. Both the 8 and 13TeV ATLAS data prefer negative values of Cyg/A?, while
both the CMS 8 and 13 TeV data prefer positive ones.

We further study the interplay between the Wilson coefficients relevant for qu and
O In this case, the new NNs are built by adding both Cth /A% and Cyg/A? into the
input layer. With the new NNs, an association between {PDFs, Cf} /A?, Cig/A%} and x?
is constructed. The interference between Otsq and Oy is not considered here for simplicity.
We test the possible correlations between C’t8q and Cyg through simultaneous fits of PDFs,
C’fq, and Cya. We perform 2D LM scans on Ctgq and Cyq, and the results are shown in
figure 12. The blue and red contours represent surfaces of constant Ayx? = 5 and 10,
respectively. In the left panel, the shape of the contours shows a moderate correlation
between C’tgq and Cyg. In the right panel, the PDF parameters are fixed to their values at
the global minimum. The contours are slightly narrower than those shown in the left panel,
which indicates weak correlations between SMEFT and PDF parameters. For the current
framework, in principle we can carry out a global marginalised analysis with more Wilson
coefficients (for instance, tens of parameters) fitted simultaneously, since the current NNs
already have many more inputs than this. Furthermore, the dependence of the x? on
the EFT coefficients is much simpler in general. It is also possible to proceed along the
lines of ref. [75]; namely, separating different combinations of EFT coefficients in x?2, and
constructing and training a NN for each of the resulting terms.
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6 LM scans with jet production

Following the exploration of ¢t data and top-associated SMEFT operators in the section
above, we now turn our attention to the determination of the Wilson coefficient C from
eq. (2.3) via LM scans with a special focus on jet production measurements. In addition, we
study the interplay between the Wilson coefficients primarily associated with jet production
(C1) and the top-associated Wilson coefficient most correlated with the gluon PDF (Cyq).

6.1 Contact interactions

For the additional studies shown below, we include 6 jet production data sets in our nom-
inal fits as indicated in table 3, including 3D distributions from the CMS 8TeV dijet
measurement and 2D distributions from the CMS 13 TeV inclusive jet measurement. In a
variant fit, the CMS 8 TeV dijet data are replaced by corresponding data on inclusive jet
production. Furthermore, we include all top-quark pair production experiments used in
the nominal fits of section 5 above as well as the other 32 baseline DIS/DY data sets, such
the fits here represent the fullest accumulation of data considered in this work. We note,
however, that these other experiments do not directly constrain the contact-interaction
Wilson coefficient, C. In keeping with our nominal choices, the values of ag(Myz) and
my are set to their respective world averages, as(Myz) = 0.118 and m; = 172.5 GeV. Also,
contributions from the other Wilson coeflicients associated with top production are not
included here unless otherwise specified.

The results of the LM scans over C according to our nominal setup are shown in
figure 13, where the left panel shows the CMS 13 TeV inclusive jet data and CMS 8 TeV
dijet data to have the tightest constraint, in addition to exhibiting a more subtle nonlinear
dependence on C;/A? as one moves away from the best fit. As in the previous section,
the uncertainty range is mostly determined by the penalty term of these two leading data
sets. In comparison, the sensitivity of the other jet data to Cy is much weaker. Much as
expected, there are almost no constraints from the data sets on top-quark pair production.
The LM scans predict C/A% = —0.00157050%3 TeV=2 at 90% CL, consistent with the SM.
In the right panel, the PDF parameters are fixed to their values at the global minimum.
We find that the behaviors of both global Ay? and individual Ay? are very similar to that
shown in the left panel. The LM scans predict a result of C1/A? = —0.001570002] TeV 2
at 90% CL which has smaller uncertainties comparing with including PDF variations.

The total values of x2, as well as those for individual jet data sets, are listed in table 7
for the global minimum determined with and without the BSM SMEFT contributions. We
find that the inclusion of SMEFT contributions causes the global x? to diminish by 13.7
units. Of this, the individual x? values for the CMS 8 TeV dijet data and 13 TeV inclusive
jet data are reduced by 5.2 and 8.8 units, respectively, which is consistent with the left
panel of figure 13. Meanwhile, the individual x? values of the other jet data sets are largely
unaltered. Despite this apparent insensitivity, these experiments are important nonetheless
for pinning down uncertainties in the gluon PDF and thus reducing correlations between the
Wilson coefficient and PDFs in the global analyses. Notably, in the right panel of figure 13,
we see evidence of somewhat more significant PDF-SMEFT correlations, a feature which
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Figure 13. LM scans over C;/A? in our nominal setup allowing the PDF parameters to freely
float (left panel) or be fixed at the global minimum (right panel).

x? (nominal) | DO  CDF ATLAS7 CMS7 CMS8 CMS 13| global
C;=0 112.91 113.35  198.90  203.95 184.15 119.55 | 4388.93
Cy free 113.21 113.01  198.29  204.77 178.96  110.77 | 4375.23

Table 7. The total x2 and the x? for individual jet experiments at the global minimum determined
with and without SMEFT contributions parametrized by Cj.

can be deduced by comparing the dependence of the Ax? profiles on C;/A?; in particular,
the size and shape of the Ax? curves for the CMS 8 TeV dijet and 13 TeV inclusive jet
experiments are noticeably modified near C;/A% ~0.001TeV~2 once PDF parameters are
frozen in the right panel. These modifications lead to a moderate increase in the growth
of Ax? at higher C;/A? and a corresponding underestimate in the Wilson coefficient when
not simultaneously fitted alongside the PDFs.

It has been suggested [47] that contact interactions might be constrained by dijet or
inclusive jet production. Apart from a modified energy dependence, contact interactions
may also induce a different angular distribution in dijet production relative to purely SM
predictions. To explore this point, we compare constraints from the CMS 8 TeV dijet and
inclusive jet data directly. They are from the same data sample and differ only by the
experimental observable. We perform LM scans on C7 with the inclusion of either the
CMS 8TeV dijet or inclusive jet data respectively, meanwhile excluding the CMS 13 TeV
inclusive jet data in the fit. The results of doing this are shown in figure 14. For the
case of the CMS 8TeV dijet data, in the left panel, we find that the CMS 8 TeV data
together with the CMS and ATLAS 7TeV jet data give the leading constraint. It predicts
a result of O1/A% = —0.0022700087 TeV—2 at 90% CL that has larger uncertainties than
the result determined with our nominal setup, which is expected since the CMS 13 TeV
jet data are not included here. In the right panel, we show the corresponding results for
the CMS 8 TeV inclusive jet data. The LM scans predict Cy/A% = —0.000970003 TeV 2
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Figure 14. LM scans on C;/A? with the inclusion of the CMS 8 TeV dijet data (left panel) or
CMS 8TeV inclusive jet data (right panel).

TeV 2 nominal CMS 8 dijet CMS 8 jet CMS 13 jet
PDF free | —0.0015709933 | —0.0022709057  —0.000975:55%8  —0.0013+9:95%9

PDF fixed | —0.0015700924 | —0.0022709480  —0.000979-9331  —0.0013+0:9926

Table 8. Constraints on C;/A? in TeV =2 at 90% CL with individual data set on jet production.

at 90% CL, that is, with reduced uncertainties relative to those determined from the CMS
dijet data. By themselves, however, the CMS 8 TeV inclusive data prefer a larger value of
C1/A% = 0.008 TeV~2, with x? lowered by about 10 units relative to the global minimum.

The results on the two CMS 8TeV jet data are listed in table 8. We also show the
results from LM scans on C; with inclusion of only the CMS 13 TeV jet data for comparison.
Note that, in all cases, the 7TeV jet data, as well as the jet data from the Tevatron, are
included in the fit. We further compare results obtained by fixing the PDF parameters to
their values at the respective global minimum. The CMS 13 TeV jet data give the strongest
constraint, more so than the two 8 TeV data, which is consistent with figure 13. Spuriously,
the uncertainties on €'y can be reduced significantly if the PDF parameters are fixed, as is
seen, e.g., for the fit with CMS 13 TeV data alone.

In figure 15, we compare the gluon PDFs at (g = 1.295GeV determined by fitting
with and without SMEFT. In the left panel, we find almost no change for x < 0.1, and
an upward shift smaller than 2% around z ~ 0.3, due to the active inclusion of SMEFT.
In addition, a slight downward shift on both the central value and the uncertainty region
can be found in the region of x > 0.5. In the right panel, the relative PDF uncertainties
are shown to slightly increase in the regions of z ~ 0.25 and x 2 0.4 for the combined
PDF+4+SMEFT analysis. We conclude from figure 15 that C; is moderately correlated with
the gluon PDF at large x.
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Figure 15. The gluon PDFs g(z, @), as determined by fitting with and without SMEFT contri-
butions at Qg = 1.295GeV, are shown in the left panel. The blue and red solid lines represent
the central values determined by fitting with and without SMEFT contributions, respectively. The
PDF uncertainties at 68% CL are indicated by hatched areas in the relevant colors. The relative
uncertainties are shown in the right panel the same colors, normalized to the SM calculation.

6.2 Interplay with top-quark production

It is interesting and important to study the interplay between the Wilson coefficients rele-
vant for jet production and those for top-quark pair production in the global analysis. It is
reasonable to expect some level of correlations between these since both jet and top-quark
pair production are ostensibly sensitive to the gluon PDF. In this subsection we test these
possible correlations through simultaneous fits of PDFs, Cy, and Cyq. Specifically, we per-
form a series of LM scans on the individual coefficients by fixing either C', Cyqg, or neither,
with the fitted results for these coeflicients summarized in table 9. In the first column,
both C7 and C;g are free, whereas in the second and third columns, either C or Cig is
fixed to 0. We find that the best-fit value and uncertainty on both coefficients are prac-
tically unchanged when fixing either one coefficient or the other. This indicates no direct
correlation between C) and Cyg, and is reinforced by the corresponding 2D LM scans in
figure 16. In figure 16, which explicitly plots the 2D LM scans correlating C and Cyg, the
blue and red contours represent surfaces of constant Ay? = 5 and 10, respectively. In the
left panel, the very weak correlation between C; and Cyg is realized in the robust rotational
symmetry of the contour plot, especially in light of the fact that neither SMEFT coefficient
exhibited particularly strong correlation with the gluon PDF in the studies shown above.
In the right panel, the PDF parameters are fixed to their values at the global minimum.
The contours are slightly smaller than those shown in the left panel, which indicates weak
correlations between SMEFT and PDF parameters.

In figure 17, we compare gluon PDFs at Qg = 1.295 GeV determined by fitting with
and without SMEFT contributions from O; and O;g. The impact on the gluon PDFs are
mostly at large x. In the left panel, a slight upward shifts on both the central value and
uncertainty region can be found in the region of z ~ 0.3 from SMEFT. A slight downward
shift, smaller than 5%, on the central value can similarly be seen near x ~ 0.6. In the right
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TeV—2 Ch, Ciq free fix Cq fix Cyq
C1/A% | —0.001579:9933 0 —0.0015+9:9033

Cig/N? | —0.12070308  —0.11710-357 0

Table 9. Constraints on C; /A% and Cic/A? at 90% CL from fits in which the SMEFT coefficients
are fixed or allowed to freely vary.
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Figure 16. Contour plot of Ax? on the plane of Cyg/A? vs. C1/A? with the PDF parameters
freely varying (left panel) or fixed to their best-fit values (right).
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Figure 17. The gluon PDF determined by fitting with and without SMEFT contributions from
both O; and O;g at Qg = 1.295 GeV is shown in the left panel. The blue and red solid lines represent
the central values determined by fitting with and without SMEFT contributions, respectively. The
PDF uncertainties at the 68% CL are shown via hatched areas in the corresponding colors. The
relative uncertainties at 68% CL are shown in the right panel, normalized as in previous plots.

panel, the relative uncertainties at 68% CL are shown, normalized for comparison as before.
We find that relative uncertainties are slightly enhanced when fitting SMEFT for x ~ 0.01,
x ~ 0.2, and = 2 0.4; while the z dependence revealed in this case is somewhat different,
these enhancements do not exceed in size those seen when fitting Cy or Cyq separately.
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7 Discussion

Following the detailed presentation of the various combined PDF+SMEFT fits shown
above, in the present section we briefly discuss a number topics which are particularly
central to these joint fits and their interpretation. These issues include further discussion
of correlations between the Wilson coefficients and PDFs (section 7.1) as well as the ques-
tion of any dependence on the assumed statistical procedure (section 7.2), for which we

present several comparisons.

7.1 Correlations between PDFs and SMEFT

Through the fitted PDFs and LM scans examined in the previous sections, we have seen
evidence of mild correlations between the extracted SMEFT coefficients and PDFs in joint
fits of these quantities. We observe PDF-SMEFT correlations as shifts in the PDF uncer-
tainties once global fits are expanded to include freely-fitted SMEFT Wilson coefficients,
such as the ) operator associated with contact interactions probed by jet production.
Such correlations become more evident under scenarios in which the SMEFT coefficients
deviate more significantly from the pure, C'=0, SM context. This can be seen in the left
panel of figure 18, in which we again plot the fitted gluon PDF, normalized to the SM CT18
NNLO baseline as in figure 15, but now including two additional fits in which C is fixed
at the extrema of its 90% uncertainty interval, resulting in the two additional dashed-black
curves. While correlations remain relatively modest, it is noteworthy that the deviations of
the fitted gluon from the purely SM PDF fits under these larger C'#0 scenarios can rise to
an appreciable fraction of the SM gluon PDF uncertainty, especially for z 2 0.1 and above.
It is reasonable to expect potentially significant correlations between, e.g., the gluon PDF
and SMEFT coefficients, especially when these quantities are fitted to individual data sets,
as both top-quark pair and jet production are generally thought to be sensitive to both.
In a realistic global analysis, however, the gluon PDF is constrained by a diverse collection
of experiments with unique pulls on the PDFs and their underlying x dependence; these
fitted experiments include a variety of data sets other than ¢t or jet production, such as
DIS measured at high precision. Moreover, even among the jet measurements we include,
there are distinct center-of-mass energies and various distributions in y, pr, and m,z, each
of which may differently probe the gluon PDF. These considerations have the effect of
diluting the correlations between the PDF pulls of individual data sets and the preferences
of the full fit for specific SMEFT coefficients. On the other hand, this point underscores
the importance of extracting PDFs through a global analysis with data sets spanning a
wide range of energies in various channels.

The statements above are made on the basis of our analysis of contemporary hadronic
data; in principle, however, the mild correlations we find may grow in strength with greater
experimental precision at the HL-LHC or other future experiments. We therefore explore
this potential for enhanced correlations between PDFs and Wilson coefficients at future runs
of the LHC. To maximize the likelihood of obtaining strong correlations, we take an extreme
case of only keeping the most sensitive data among all the top-quark pair and jet production
sets explored in this work. This corresponds to the total cross section measurements for top-
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Figure 18. At left, we plot the gluon PDF ratio analogous to figure 15 (left), now including two
additional fits (dashed-black) in which the Cy SMEFT coefficient is fixed to the extremal values
allowed within a 90% CL. In the right panel, we plot the ratio of the uncertainties determined with
the PDF parameters fixed at the global minimum to the uncertainties determined with the PDF
parameters free for C7/A? and Ciq/A2.

quark pair production as well as the CMS 13 TeV measurement of inclusive jet production.
For the former, we then perform LM scans on the Wilson coefficient Cig in global fits
in which these tt data are overweighted by a multiplicative weight factor placed on their
associated y?; this overweighting is statistically equivalent to an overall reduction in the
uncorrelated uncertainty of the ¢t cross sections, thereby mimicking future improvements
in both experimental precision and theoretical accuracy. The final uncertainties on Cyg
are determined with the criterion Ay? = 2.706 for simplicity, under separate scenarios in
which the PDFs are either frozen at their global minima or allowed to float freely. The ratio
of the uncertainties on the SMEFT coefficients for the fits with fixed or free PDFs can be
interpreted as an indication of the degree to which Cyg might be correlated with the PDFs,
which we trace as a function of total the precision of the tt data (i.e., the “Weight” on the
data). We carry out identical scans on the Wilson coefficient C1, in this case, placing the
additional weight on the individual y? of the inclusive jet data, rather than the tt.

In figure 18 (right), we show the ratios described above as functions of the chosen
Weight for both Cyg and C;. Specifically, the ratio starts at 0.98 (0.87) for Weight =1, and
decreases to approximately 0.87 (0.84) near Weight =10 for Cyg (C1). We thus find that the
uncertainty ratio for C is always smaller than the corresponding ratio for Ciq, indicating
stronger correlations with the fitted PDFs and a greater underestimate in the uncertainty
for this SMEFT coefficient when PDFs are not simultaneously fitted; this is true for all
Weights considered on these leading experiments. At the same time, it is noteworthy that
the Weight =10 overweighting of the ¢t data leads to a more rapid relative increase in the
size of the PDF-SMEFT correlations than the corresponding shift found for C; and the
jet data. We note that taking Weight =10 may be interpreted in terms of a correspond-
ing reduction in the total uncorrelated uncertainties for the fitted jet and ¢t experiments.
Assuming the Weight to be an overall prefactor on the contribution to x? from a given ex-
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perimental data set, Weight =10 then corresponds to a reduction in the total uncorrelated
(statistical and uncorrelated systematic) uncertainty by a factor of v/10~3. For compari-
son, the optimistic-scenario PDF projections of ref. [76] assumed improvements by a factor
of 2-3 in systematic uncertainties at HL-LHC as well as £ =3ab~! data sets at ATLAS
— more than an order-of-magnitude increase in aggregated statistics. Thus, the ~ 10%
under-estimate in Cyg/A? shown in figure 18 (right) for Weight ~ 7 reflects the enhanced
correlations which might reasonably be expected at HL-LHC under optimistic performance
scenarios. We conclude that the correlations between the PDFs and SMEFT coefficients
become stronger with increasing precision as expected — a general observation that must
inform future studies. These projections are based on extrapolations starting from these
particular t¢ and inclusive jet data; future experiments with higher initial precision may
steepen the trajectories shown in figure 18 as uncertainties shrink. These potential correla-
tions can be further enhanced when using a realistic tolerance criterion, which can only be
studied with actual data rather than estimated via this simplified reweighting procedure.

7.2 Impact of different tolerance criteria

In this study, uncertainties on the PDFs and Wilson coefficients were determined according
to the same tolerance criterion (1) as in the CT18 global analyses, namely, with Ay?+P =
100 at the 90% CL. With this criterion, both the change in the global x? and disagreements
among individual data sets were considered at the same time. In contrast, the MSTW [77]
family of analyses employ a dynamical tolerance criterion (2) in determinations of both
PDF and parametric QCD uncertainties. Though broadly similar, the use of dynamical
tolerance somewhat differs from the CT18 criterion: namely, variation in the global 2
is not included in the dynamical tolerance, which instead differently normalizes the x?
values of individual data sets at the global minimum. We emphasize that it is important to
introduce the tolerance factors for a global analysis with many different data sets in order to
account for possible tensions among the fitted experiments. In experimental analyses using
fewer data sets, the usual parameter-fitting criterion (3) is always used with uncertainties
at the 90% CL determined by requiring Ax? = 2.706. We note that there is also the
so-called PDF profiling method (4) to fit input parameters together with PDFs through a
series of nuisance parameters [78, 79] using Hessian PDFs from the global analyses. This
is approximately equivalent to performing a global fit with reduced weights for the data
sets used in the original PDF sets, when combining with the criterion of Ax? = 2.706.
We compare the extracted Wilson coefficients using the four (1-4) criteria noted above in
figure 19. In the last scenario, the x? of data sets other than the top-quark pair (jet)
production have been divided by a factor of 10, the average tolerance at 68% CL, when
included into the global x? in the fit of Wilson coefficients associated with top-quark pair
(jet) production.

In figure 19, we plot the central values and uncertainties at 90% CL for each of the
various Wilson coefficients fitted in this study. It can be seen that the CT18 and MSTW
criteria show comparable results on the uncertainty range, as similarly observed in ref. [80]
for PDF uncertainties. The uncertainties from the CT18 criterion can be either slightly
larger or smaller than those governed by the MSTW criterion, depending on the Wilson
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Figure 19. Constraints on the Wilson coefficients with different tolerance criteria. The marks and
error bars respectively indicate the central values and uncertainties at 90% CL. The results with
different tolerance criteria are shown with relevant colors.

coefficients considered. The uncertainties determined with the usual parameter-fitting
criterion are smaller by about a factor of 2 in the case of the Wilson coefficients associated
with top-quark pair production. For the extraction of the contact-interaction coefficient,
C1, the dependence of the uncertainty on the tolerance criterion is even larger, where
the uncertainty from the parameter-fitting criterion is smaller by a factor of 5. The SM
(C1 = 0) is excluded already if using the uncertainty estimated from the parameter-fitting
criterion indicating the failure of such a criterion in the global analyses with large number
of data sets. Results using the criterion with reduced weights applied to the data sets with
minimal sensitivity show almost no difference with respect to the ones without reweighting.

Finally, we compare our results for the Wilson coefficients to those of previous studies.
The ATLAS collaboration reports a 95% CL bound on Cig/A? of [-0.52, 0.15] TeV 2 using
the transverse momentum distribution of the top quark measured at LHC 13 TeV in the
hadronic decay channel with an integrated luminosity of 139 fb~! [81]. Our nominal 90%
CL bound is [—0.40,0.16] TeV~2, which is comparable with the ATLAS result. In addition,
the ATLAS collaboration reports a 95% CL bound on Cf, /A? of [-0.64, 0.12] TeV~2. Our
nominal 90% CL bound is [—3.2,1.8] TeV 2, which is much weaker than the ATLAS result.
There are two main reasons for this. First, we use the default CT18 tolerance rather
than the parameter-fitting criterion. When using the criterion of Ax? = 1.962, we obtain
a bound at 95% CL of [~2.28, 0.72] TeV~2. Second, the ATLAS constraints are based
on the transverse momentum distribution of the top quark. That in general leads to
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stronger constraints on the Wilson coefficient Ctgq /A? than that found when using the m,;
distribution of the top-quark pair. For instance, in our study and the SMEFiT study of
ref. [74], both of which use the m,; distribution, the bounds on Cf;, /A? are much weaker than
the bounds on Cyg/A?. Meanwhile in the ATLAS measurement, the bounds on Cf, /A
and Cig/A? are comparable. In another analysis from CMS of inclusive jet production
at 13TeV (corresponding to the same data included in this work), a 95% CL result of
C1/A? € [~0.0013,—0.0001] TeV—2 was reported based on a joint fit of PDFs and contact
interactions. In comparison, our nominal result of [—0.0029,0.0018] TeV~2 at the 90% CL
is compatible considering the different criterion used.

8 Summary

SMEFT model-independently parametrizes BSM physics as might typically be formulated
via phenomenological Lagrangians in the ultraviolet; this in turn provides a systematically-
improvable framework for connecting BSM far above the electroweak scale to empirical
consequences at lower energies — at the LHC or other facilities. Problematically, SMEFT-
based BSM searches often involve the same collider data as those fitted in studies of proton
PDFs, which are also core inputs to the SM theory predictions for BSM search baselines.
To understand the extent to which this might introduce statistical bias into extractions
of SMEFT coefficients, we perform a joint PDF+SMEFT fit based on an extension of
the CT18 global analysis, and obtain a self-consistent determination of the possible BSM
effects. The global analyses in this work are boosted with supervised machine learning
techniques in the form of multi-layer perceptron neural networks to ensure efficient scans
of the full PDF4+SMEFT parameter space. To be specific, we compute x? profiles for all
parameters, including the PDFs, strong coupling, oy, top-quark mass, m,z, and the SMEFT
Wilson coefficients, finding these can be learned efficiently and with high fidelity by the
neural network.

In this study, we focused on several SMEFT operators that are relevant for top-quark
pair and jet production at hadron colliders. Regarding top-quark production, for the
Wilson coefficients of the four-quark color-singlet and octet and gluonic operators, we
obtain Cf, /A% = CL/A? = 0.1470:51 TeV=2, CF /A? = —0.8073555 TeV—2 and Cyo/A? =
—O.lOfg%g TeV 2, respectively, at the 90% CL using the default CT tolerance. For jet
production, we get C1/A? = —0.00157065033 TeV—2 at 90% CL for the four-quark contact
interactions. We find mild correlations between the extracted Wilson coefficients and PDFs,
particularly, the gluon PDF at very high z, as well as other QCD parameters like the
strong coupling and top-quark mass. While we investigated the effects of the combined
PDF+SMEFT analyses on other PDF flavors, we generally found the impact in these
cases to be much smaller than that observed for the gluon; simultaneous fits of additional
SMEFT operators probed by other data sets may alter this picture, which we reserve for
forthcoming studies. Though presently mild, we also find that these correlations between
SMEFT coefficients and PDFs may grow significantly with higher precision in ¢t and jet
production, as might be achievable at HL-LHC.
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We have also examined the dependence of the Wilson coefficient uncertainties on the
statistical criteria used in joint fits. We showed that, in the context of global analyses
with a variety of experimental data, the CT18 and MSTW tolerance criteria result in
similar uncertainties while the parameter-fitting and profiling criteria give much smaller
uncertainties. This work serves as a new basis for joint analyses of SM and BSM in the
setting of the CTEQ-TEA framework. In addition to being generalizable with additional
machine-learning developments, this approach may also be regularly updated with new
data from the LHC and other experiments, and a systematic study on SMEFT operators
relevant for DY production and DIS processes is underway.
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