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1 Introduction

The goal of the MEG II experiment [1] is to improve by
one order of magnitude the sensitivity of the MEG experi-
ment [2], which established the world best upper limit on the
branching ratio of the Standard Model (almost) forbidden
decay pt — ety [3]:

BR (LT —efy) <42x 107" 1)

at 90 % confidence level.

The upper limit and the sensitivity of the experiment
depend on the number of background events which is deter-
mined by the muon stopping rate and by the resolutions on
the positron and photon kinematic variables [4] according to
the formula:

Nokg & R} AToy AE.AE]AGL, )

In this expression Npkg is the number of accidental back-
ground events, R, is the muon stopping rate and AT, AE.,
AE, and A®., are the positron—photon relative timing,
positron energy, photon energy and positron—photon relative
angle resolutions, respectively.

Therefore, a significant improvement in the experimental
sensitivity requires substantial modifications and refurbish-
ments of the old detector, extensively discussed in [1]. Par-
ticularly, the new Cylindrical Drift CHamber (from now on:
CDCH) is an innovative and challenging detector, based on a
geometrical configuration completely different from the old
one.

In the MEG experiment the positron tracking detector was
formed by sixteen independent drift chambers each at fixed
azimuth and with a collective & 7 coverage on the azimuthal
angle around the beam line axis. This configuration ensured
a minimum number of track points (>10) usually sufficient
for a good quality track reconstruction, but strong efficiency
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loss and resolution degradation were caused by the presence
along the positron trajectories of mechanical structures and
electronic boards.

The MEG II chamber, on the opposite, is a unique vol-
ume detector, formed by a 1.93 m length and 35 cm external
diameter cylinder, filled with a 90 : 10 helium-isobutane gas
mixture; small percentages of oxygen and isopropyl alcohol
have been added to avoid current spikes during the transient
phases of the detector start-up (details on the gas mixture
are provided in Sect. 3). A picture of the CDCH is shown in
Fig. 1.

The volume is equipped with a dense array of gold plated
tungsten sense wires and silver plated aluminum cathode
wires, arranged in a two views (conventionally called “U” and
“V”) stereo configuration. The two views are separated on
average by ~ 7.5° and this arrangement allows a high reso-
lution three-dimensional reconstruction of the coordinates of
the positron track points. The total number of sense wires is
1728, distributed in nine concentric layers, and that of cath-
ode wires is ~ 10,000; 7680 cathode wires have a 40 pum
diameter, the remaining ones and the guard wires (needed to
define the electric field at the boundaries of the active vol-
ume) have a 50 pm diameter. The diameter of the gold plated
tungsten wires is 20 wm. Only a part of the sense wires (1152
wires in the 2021 run and 1216 in the following runs) are
equipped with readout electronics since the remaining ones
are located in chamber regions outside the acceptance for
positron tracks coming from the target. Cathode wires are
placed around the sense wires to form almost squared drift
cells, with side’s dimensions ranging from 5.8 to 7.5 mm at
center and from 6.7 to 8.7mm at the end-plates.

The external mechanical structure is formed by two wheel
shaped end caps, where the wires are anchored, and a carbon
fiber structure which encloses the whole active volume. This
arrangement ensures the rigidity of the structure at a level of
few microns. In the inner part the chamber is closed by an alu-
minated mylar cylindrical foil of 20 wm thickness. Another
aluminum foil of 100 pwm thickness is placed in the inner sur-
face of the carbon fiber to provide the ground connection to
the guard wires.

A superconducting magnet COBRA (COstant Bending
RAdius) produces a longitudinally varying magnetic field in
the whole volume of the CDCH, with its maximum inten-
sity of 1.26 T at the chamber center. The field is arranged to
ensure a positron bending radius almost independent of the
emission angle from the target (hence the name COBRA)
and an efficient extraction of positrons with small longitudi-
nal momentum from the chamber volume. A positron emit-
ted from a muon decay at rest, whose maximum energy is
52.83MeV, traverses on average a total amount of material
(gas and wires) corresponding to 1.6 x 1073 radiation lengths
Xo for each chamber crossing (“turn’).
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Fig. 1 Picture of MEG 11
cylindrical drift chamber CDCH

The other components of the MEG II experiment are a
liquid xenon photon detector (from now on: LXe) to measure
energy, arrival time and interaction point of photons emitted
inpu™ — eTy decay, a pixelated scintillation timing counter
(from now on: pTC) to measure the positron timing, and
an auxiliary detector, the Radiative Decay Counter, useful
to reduce the high energy photon background. A complete
description of the MEG II detector is given elsewhere [5].

Here, we discuss the performances reached by the CDCH
in the resolution on positron trajectory reconstruction and in
the efficiency on positron tracking. We show that the CDCH
momentum and angular resolutions and efficiency are in good
agreement with the Monte Carlo predictions and represent a
substantial improvement with respect to what was obtained
in MEG.

2 Reference frame and positron kinematic variables

The MEG Il reference frame is defined starting from the cen-
ter of the COBRA magnet, used as origin of the coordinate
axes. The beam direction is the z axis, the x axis is cho-
sen to have the LXe detector in x < 0 half-space and the
y axis is directed upwards. The half-space with z > 0 is
called downstream and that with z < 0 is called upstream.
Physical quantities (like timing or charges) collected on elec-
tronics at the two chamber ends are labelled with “0” on the
upstream side and with “1” on the downstream side. A cylin-
drical and a spherical coordinate system are frequently used
to define the positron kinematics: these two systems have
the z axis in common with the Cartesian system discussed
above, while the (r, ¢) (for cylindrical system) and (6, ¢) (for
spherical system) pairs of coordinates are defined as usually
with respect to the z axis and in the plane orthogonal to it.
The ¢ = 0 direction corresponds to the positive x axis. A
schematic drawing of the MEG II experiment showing the
various components of the detector and the reference frame,
together with a simulated .+ — ety event, is shown in
Fig. 2.

The positron trajectory parameters are the momentum vec-
tor components, the timing and the coordinates at the positron
production point. The momentum vector is described in polar
form using its module P. and the polar and azimuthal angles

0. and ¢, at the target, where the positron track begins; these
variables are reconstructed by a tracking algorithm, together
with the intersection point of the track with the target (used
as positron production point), described by ye and z. (the x.
coordinate is determined by z. and by the target inclination).
The positron timing is measured by the pTC detector and
the timing at the target is computed taking into account the
trajectory length from the target to the pTC. The positron
information is matched with that of the photon provided by
the LXe detector in order to identify possible u* — ety
candidates. Using the experimentally measured positron ver-
tex as hypothetical photon production point, one can check if
the energies and relative timing and directions associated to
any positron—photon pair are compatible with a p™ — ety
decay originated in the muon stopping target.

3 Gas mixture

The CDCH uses a helium based gas mixture, continuously
flowed through the detector by a dedicated gas system [6].
Because of its large radiation length (X ~ 5300 m at STP),
the choice of the helium ensures a small contribution in terms
of Coulomb multiple scattering, a very important feature in
low momentum measurements. A small amount (10%) of
isobutane is required as a quencher to avoid self-sustained
discharge. Such a percentage is sufficient as it raises the
number of primary ionization pairs to ~ 12.3 cm™! [7] for
a minimum ionization particle (from now on: m.i.p.) though
lowers the mixture radiation length to X¢ ~ 1300 m. On the
other hand, the use of an organic quencher involves specific
problems relating to exposure to high radiation fluxes, since
the recombination of dissociated organic molecules leads to
the formation of solid or liquid polymers which, by accumu-
lating on the anodes and cathodes, contribute to the aging of
the detector.

The fairly constant drift velocity in helium based gas mix-
tures ensures a linear time—distance relation, up to very close
distance to the sense wire. Moreover, the high helium ion-
ization potential of 24.6eV is such that a crossing particle
produces only a small number of primary electron—ion pairs
in helium based gas mixture. The average number of total
clusters per cell is about 13 for a m.i.p. and the average num-
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Fig. 2 Schematic drawing of the MEG II detector showing the reference frame and a simulated p* — e™y event

ber of ionization electrons per cluster is 1.6. In combination
with the small size of the drift cells, it enhances the con-
tribution to the spatial resolutions coming from the statisti-
cal fluctuation of the primary ionization along the track, if
only the first arriving electrons are timed. An improvement
can be obtained using the cluster timing technique, i.e. by
timing all the arriving ionization clusters to the anode wire
and so reconstructing their distribution along the ionization
track [8].

To compensate for the variable dimensions of the CDCH
drift cells, the HV bias of the anode wires is made variable by
10V/layer, ranging from 1400V for the cells of the innermost
layer, up to 1480V for the cells of the outermost layer. In this
way, a uniform gas gain of about 2.5 x 10° is obtained, as
measured by comparing the signal amplitude distributions in
data and Monte Carlo simulations. The amplification in the
avalanche process has large fluctuations following a Polya
distribution, having a standard deviation comparable to the
mean value [9].

During nominal operations an abrupt increase in current
up to 400 i A was observed, while the normal level is around
1020 A. A deep investigation revealed the formation of
corona-like discharges in correspondence of some regions
along some wires. Several additives to the gas mixture were
tried to recover the normal detector operation. The reduc-
tion of the high currents was achieved with an oxygen level
up to 2%, then gradually lowered to avoid electron attach-
ment effects. The effect of oxygen on the current per sector
is shown in Fig. 3; the lowering of the oxygen content is
indicated by the red scale and vertical lines on the top of
the figure; the current is lowered from oxygen capture and
some loss of gas gain. In addition, a small percentage of iso-
propyl alcohol has been added to keep the current level stable
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from the beginning of the stabilizing procedure. The CDCH
is now operated at the HV working point in stable conditions
at full MEG II beam intensity with the standard gas mixture
+ isopropyl alcohol (1.5%) + O3 (0.5%).

4 Electric parameters of the drift cells

Each drift cell is approximately squared, 6.7 mm (at the low-
est radius) to 8.7mm (at the highest radius) wide, with a
20 wm diameter gold plated tungsten sense wire, surrounded
by 40 um and 50 pm diameter silver plated aluminium field
wires, in a ratio of 5:1. Since the mean active length of the
wires is 1.93 m, the mean distributed resistance is 140 /m,
the mean distributed inductance is 1.2 wH/m and the mean
distributed capacitance is 9.4pF/m; the distributed conduc-
tance is negligible. The characteristic impedance of the drift
cell depends on the frequency, since the drift cell behaves as
alossy coaxial transmission line, with a significant resistance
due to the wires. Nevertheless its variation is less then 10%
from the mean value of 3542, for frequencies higher than
200MHz.

The typical signal waveform is a pulses train (as shown
in Fig. 4): the time separation between different pulses goes
from few nanoseconds to a few tens of nanoseconds. Main
signal information is contained within a bandwidth less than
1GHz.

5 CDCH front end electronics

A two stages 8-channel front end amplifier based on com-
mercial active components has been developed to readout
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Fig. 4 Signal measured at both ends of a drift cell

the signals. The amplifier is characterized by a high linear-
ity, low distortion, and a bandwidth adequate to the expected
spectral density of the signal. The same board is used for the
distribution of the high voltage bias to the anode wires [10].

The schematic of the amplifier is shown in Fig. 5. The
input network provides HV decoupling, voltage spike pro-
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Fig. 5 The schematic of the front end electronics

13 Dec

tection and matching to the mean characteristic impedance of
the drift cell. The first gain stage is based on Analog Device’s
low noise, ultra-low distortion, high speed, current feedback
differential amplifier ADA4927. The second gain stage uses
the Texas Instruments’ wide-band, very low noise, fully dif-
ferential operational amplifier THS4509; this stage is used as
output driver as well. The differential output of the amplifier
is connected to the digitizing unit (see later) through a multi-
wire, low attenuation, custom made 5 m long cable, designed
to have a stable, flat frequency response. This cable is also
used for powering the front-end board.

In order to balance the attenuation of the output cable, a
pre-emphasis on both gain stages of the front end amplifier
has been implemented. The pre-emphasis introduces a high
frequency peak that compensates the output cable losses,
resulting in a total bandwidth larger than 500 MHz. The gain
at middle bandwidth is about ~ 30dB on 1202 load. The
average non-linearity is less than 0.1 % for input short pulses
(rise time on the order of 1 ns) in the range of amplitudes 15—
75mV. The noise level is less than 2mV (RMS), after the
output cable, on 120<2 load. The cross talk between adja-
cent channels of the front end board is ~1%, that to the next
channel is negligible (< 0.5%).

@ Springer
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The amplified differential signals are successively dig-
itized by the WaveDREAM board, one of the board of
the WaveDAQ system [11,12] at a programmable sampling
speed of 1.2GSPS with an analogue bandwidth of about
1GHz.

The current consumption for each channel of the front end
board is 60 mA at a voltage supply of +2.5V, correspond-
ing to a total power dissipation per endcap of approximately
300 W. Therefore a dedicated cooling system based on a
1 kW chiller and a cold water distribution system with piping
embedded in the front end board holders is used. Moreover,
a system of perforated pipes, glued to the external faces of
the end-plates, flushing dry air is used to avoid water con-
densation and dangerous temperature gradients.

6 Waveform processing

The analogue signal from each wire end is digitized at
1.2 GSPS for 1024 points by the DRS4 chip [13] on the Wave-
DREAM board when a trigger signal is issued, and the digital
waveform is collected to a DAQ machine. To reduce the data
size, the digital waveforms are averaged and quantized every
two points (rebinning) for 16bit at 0.1 mV steps when writ-
ten to disk. Therefore, 2304 channels (or 2432 channels from
2022 run) of digital waveforms with 850 ns depth at an effec-
tive sampling speed of 0.6 GSPS are saved and analyzed for
each event.

When a charged particle (likely a positron) passes through
a drift cell, it ionises the gas and creates several ionization
clusters. A “hit” is defined as the group of such ionization
clusters induced by a single passage of the particle in a cell.
Different clusters in a hit go along different drift lines, result-
ing in stretching in time. Therefore, the signal of a hit usually
consists with discrete pulses spanning up to 400 ns. The main
goal of the waveform processing is to detect the pulse sig-
nals from hits, especially the earliest arrival pulse of each
hit. The hit rate per cell can be 1.2MHz at the innermost
wires for a stopping muon intensity of 5 x 107 s~!. Under
the high intensity beam, multiple hits can overlap, making
the detection of the first cluster difficult.

The digitized signal pulse shapes of single ionization clus-
ters were studied to aid in optimizing the signal detection.
Instances of narrow pulses were fitted to estimate the signal
shape; an example is shown in Fig. 6. Here, the figure con-
tains a fit to two pulses with the same shape; the fit results
in flat residuals. The average shape of the pulse is shown in
Fig. 7. The average shape has a very short rise time (<2ns)
and loses nearly all of its amplitude after 20 ns.

On each side of the CDCH (US and DS), the signals com-
ing from one end of 16 adjacent wires are processed with
two Front-End (FE) boards (8 wire ends per FE board). The
signals from each FE board are transmitted through a bun-
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—— FWHM:8, RT:3, FT:12
0.04 —— FWHM:8, RT:3, FT:12
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—— FWHM:17.3, RT:2.4, FT:25.4

Fig. 6 An example hit with a two-pulse fit (green), the two individual
pulses in the two-pulse fit (red, purple), the one-pulse fit (brown), and
the residuals to the two-pulse fit (orange). RT is the 20%—80% rise time
and FT is the 80%—20% fall time; both are listed in nanoseconds

1.0 1 Full Width Half Max:8.0
—— Rise Time :1.8
Fall Time:13.4

Normalized Voltage []

0 10 20 30 40 50
Time [ns]

Fig. 7 The estimated pulse shape of a single ionization cluster based
on many fits to narrow waveform signals. RT is the 20%—-80% rise time
and FT is the 80%—-20% fall time; both are listed in nanoseconds

dle of cables and digitized by one DRS4 chip. Each Wave-
DREAM has two DRS4 chips and digitizes 16 signals. Thus,
two FE boards are connected to a single WaveDREAM board.
A coherent, low frequency noise was observed over the 16
wires connected to the same pair (one on US and one on
DS end) of WaveDREAM boards. This noise was studied in
detail and several noise sources were identified and removed:
we upgraded all the unshielded Ethernet in the area cables
to shielded versions and replaced the DCDC conversion unit
in the electronics crate with a low-noise emission model. We
also investigated other possible noise sources in the appara-
tus, such as circulation pumps and slow control nodes, none
of them was successfully identified. At the same time the
PiES5 experimental hall is an intrinsically noisy environment
with many possible sources that we cannot control and even
test; as a result a residual noise is still present and proba-
bly originates on a single side of the CDCH by the Wave-
DREAM board on this side which picks up an external dis-
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Fig. 8 Power spectra of pedestal data with varying the pre-amplifier
gain. The gains x1,x2,x4 are shown in black, red, and blue, respec-
tively. Here, the standard rebinning by a factor of 2 was not yet applied
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Fig. 9 Example of waveform pedestals without any filter. Wires 416-
423 and 424-431 have a factor 2 and 4 pre-amplifier gain applied, respec-
tively

turbance; from that board the noise propagates also to the
WaveDREAM board on the other side of the wires.

This noise was investigated by running with different pre-
amplifier gains. As expected, the signal amplitude scaled
with the pre-amplifier gain. The RMS of the noise was mea-
sured using pedestal runs without the particle beam; the noise
scaled at slightly less than the electronic gain. Thus the high-
est gain (x4) had the highest signal to noise ratio. The power
spectra with a discrete Fourier transform of pedestal data for
x1,%x2,x4 gains are shown in Fig. 8.

An example of the average voltage on a pair of upstream,
downstream DRS4 boards (four DRS4 chips, each with eight
channels) in pedestal data is shown in Fig. 9. A vast major-
ity of the low frequency noise phase is coherent on all four
DRS4 chips; the amplitude is also coherent, but scaled by the
relative pre-amplifier gains. Some small fraction of the noise
is coherent only to a single DRS4 chip.

Two algorithms were developed for the hit detection from
the complicated waveform data: one uses a conventional
waveform processing and the other one a deep-learning based
algorithm.

6.1 Hit detection with a conventional waveform processing

The conventional algorithm begins with a coherent noise sub-
traction. We estimate the average noise coherent over each
DRS4 chip (eight channels). The noise evaluation calculates
the average voltage, bin-by-bin while excluding waveform
bins associated with signals wire-by-wire. Possible biases
introduced by the presence of signals are eliminated by
requiring that the bin where the calculation is performed is
surrounded by bins on the same waveform whose voltage
is lower than a preset threshold, usually set to 3.5 oguys. If
in some bins all channels are above threshold, the average
voltage is replaced by the corresponding one computed on
surrounding bins.

The coherent noise calculation procedure was optimized
on the data at standard beam intensity by maximizing the
resulting tracking efficiency, number of hits per track, and
minimizing the fitted X2/ Nyof- This technique resulted in a
large improvement in the tracking efficiency over usual dig-
ital filter approaches like a moving average high-pass filter
or a discrete Fourier transform low frequency cut off. Such
approaches significantly suppress the signal peak amplitude
and integrated charge, which are critical for hit detection and
for estimating the hit arrival time. The technique was veri-
fied using Michel positron events in the Monte Carlo simula-
tion at high beam rates, simulating event out-of-time tracks,
digitizing the signal shapes and simulating the coherent and
non-coherent noise spectra.

Integrating over all wires and bins in Michel data, the bin
voltage with and without the coherent noise subtraction is
shown in Fig. 10. The FWHM is suppressed from ~ 23 mV
— 13mV. In Fig. 11, the power spectrum of pedestal data
is shown for before and after the coherent noise subtraction.
It is clear that the power of low frequency noise is signif-
icantly suppressed. The discrete peaks (e.g. 50 MHz, 150
MHz) and the wide peak at ~ 45 MHz are almost completely
suppressed.

An example of a low amplitude signal on top of a coherent
low frequency noise is shown in Fig. 12. When the coherent
noise subtraction is applied, the signal maintains its ampli-
tude while the baseline is flat and well-centered at zero.

The signal pulse shape (Fig. 7) in the simulation indi-
cates minimal signal power with frequency above 200 MHz.
Since we still observe significant incoherent high frequency
noise in this frequency region, we apply a discrete Fourier
transform high frequency cut off at 225 MHz. That is, trans-
forming the waveforms into frequency domain, setting the
power of all frequencies above the high frequency cut off

@ Springer
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Fig. 11 Power spectrum of pedestal data with (red) and without (blue)
coherent noise subtraction with pre-amplifier gain 4

to zero, and then transforming the waveform back to time
domain. Applying this filter after the coherent noise subtrac-
tion resulted in higher number of hits per track and tracking
efficiency when compared to a moving average or no low
pass filtering technique.

The waveform analysis proceeds by searching for hits on
the filtered waveform. The hit detection implements a fixed
threshold (in Volt) on two adjacent bins and a wide “pulse-
shape” fixed threshold (again in Volt) integrating over 20
ns after the two initial adjacent bins. The discriminator is
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roughly based on studies fitting signals assumed to be a single
or a pair of clusters in data.

After the hit is detected, the thresholds are lowered to
search for alow amplitude cluster before the detected hit. The
two-level (hit detection and then hit arrival time) algorithm
results in a high efficiency of detecting low amplitude clusters
without a high fake hit rate.

6.2 Hit detection with a deep-learning algorithm

The other method uses a deep-learning algorithm based
on a convolutional neural network (CNN). The input is a
set of waveform data (512 points each) from adjacent eight
wires, in the form of 8 x 512 x 2, where the last dimension
corresponds to the two ends of wires. The output shape is the
same 8 x 512 x 2, where each point represents the probability
of having the first cluster timing at this sample point.

Figure 13 shows the architecture of the model, which con-
sists of two cascades of similar architecture based on a 2D-
CNN-based auto-encoder with U-Net like structure [14]. The
first stage is designed to estimate and remove noise. The ker-
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Fig. 14 Example of the inputs and outputs of the hit detection CNN
(4 out of 16 channels are shown). The black waveforms are the input
raw waveforms. The light blue waveforms are the intermediate output
of the CNN (“outputl” in Fig. 13), showing the estimated noise. The
red bar graphs are the final output of the CNN (“output2”), showing the
probability of the first cluster arrival time of a hit at each sampling point

nels in each CNN layer work as digital filters for the dimen-
sion of time in waveforms, and the activation layers (rectified
linear unit) introduce non-linearity. Therefore, the CNN is a
multi-stage parallel non-linear digital filter with optimized
filter parameters. Convolving over the different waveforms
is to learn the pattern of the coherent noise components.

The output of the first stage is passed to the second stage
for hit detection. In this stage, the kernels of CNN layers do
not convolve points from different wires because the signals
are not correlated with different wires. The hit is identified
at the local maximum points above 0.05 in the output.

The network was trained with samples of the simulated
waveform data superposed on the pedestal data taken with-
out beam. The hits in the simulated waveform are randomly
added in time at the expected rate for R, = 3 x 107s7!.
Figure 14 illustrates how the CNN works for the real data.

The maximum hit detection efficiency is given by com-
bining the hits detected by the two algorithms; the lists of
hits by the two are merged and if two hits are within 2 ns they
are merged and the earlier timing is adopted. However, the
combination also results in a higher fake hit rate. Therefore,
to make the best use of the results by the two methods, the
following reconstruction is repeated twice, one with only the
hits detected with the conventional processing method and

the other with the combined hits. These results are combined
after the track reconstruction is completed (see Sect.9). This
approach improves the final tracking efficiency by a factor
of .17 at R, =2 x 10’s7! and 1.35at Ry, = 5 x 107s7!
compared to the result with only the conventional method.

6.3 The cross-fitting

A hit always induces signal on both ends of the wire with
similar shapes. As described in the next section, the hit posi-
tion is computed from the relative time difference and the
relative size of the signal on the two ends of the wire.

The measurements are made by a “cross-fitting” algo-
rithm. In this algorithm, one end of a waveform is used as
the fitting function of the other waveform. The fitting is per-
formed by minimizing the chi-squared with three floating
parameters: baseline voltage, relative amplitude scale, and
the time difference.

The fitting is performed when a pulse is detected on one
end regardless of the detection on the other end. Therefore,
the hit detection is given by the “or” logic of the two ends.
If pulses are detected on both ends, fitting is performed in
both directions and the mean is taken. The relative size of the
signal is conventionally measured by integrating the charge
on the two ends; this already uses many bins and thus results
in a comparable resolution to the cross-fitting approach.

The cross-fitting gives only relative values, while the abso-
lute values are calculated from the summed waveform of the
two pulses after adjusting their relative timing.

7 Hit reconstruction
7.1 Hit z reconstruction

The difference in arrival times and the ratio between the total
charges collected on the two ends of the cell sense wire allow
apreliminary determination of the longitudinal (z) coordinate
of the hit. The z,, coordinate along the wire is calculated as:

v
Iw,t = 5 (to — 11 — twireends) (3)

using the arrival times and as:
RG Q01— Qo
— . “

lw,qg = Lyire (RGQI ¥ 0o

using the charges and is then transformed into z in the MEG 11
coordinate system by using the individual wire position and
direction within the chamber. In Eq. (3) v is the signal propa-
gation velocity inside the wire, #y and #; are the signal arrival
times on the two wire ends and fyireends 1S the calibrated tim-
ing offset between the two wire ends, while in Eq. (4) Rg
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Fig. 15 An example of the lines connecting points with the same drift
time towards the sense wire (“isochrones”)

is the calibrated ratio of the gains at the two wire ends and
Qo and Q are the corresponding charges. All the parame-
ters were obtained by calibration procedures and iteratively
optimized to get the best single hit resolution, as discussed
in Sect. 10.1.

7.2 Hit distance of closest approach measurement

The first detected ionization cluster usually (but not always)
corresponds to the energy release nearest to the wire on the
analyzed waveform. The time of the first cluster is converted
into the particle’s distance of closest approach (DOCA) to
the anode wire using the time—distance relationship (TXY).
The lines at fixed time (“isochrones”) are approximately
circles around the sense wire for a time 150-200ns and
exhibit important deviations from the circular symmetry
when one approaches the cathode wires and because of the
magnetic field effects. An example of isochrone curves from
Garfield++ [15] is shown in Fig. 15.

A first look at the cluster statistics and drift velocity in
the 2021 data can be shown by plotting the average voltage
per drift time summed over many waveforms for hits with a
range in track DOCA (DT ); this is shown in Fig. 16. Here,
we integrate over all cell sizes. The time corresponding to the
peak value of the distribution in a given track DOCA interval
yields the local drift velocity value, e.g. 1.5mm < Dy <
2mm at 80ns gives an average drift velocity of 22pumns ™!
at 1.75 mm from the sense wire, which remains constant for
most of the cell width, in agreement with measured values in
literature. The peak value of each distribution, proportional to
the charge collected, shows, for larger drift times, clear indi-
cation of effects due to electron recombination, most likely
due to the oxygen content in the gas mixture. The fall of
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Fig. 16 The average voltage per drift time as a function of the track
DOCA

the peak values at lower track DOCA intervals suggests non
negligible space charge effects for tracks close to the sense
wire.

The cluster’s arrival time is composed of a track time 7p,
measured by the pTC detector with a resolution oz, ~ 40 ps,
and by the cluster’s drift time, which can reach ~ 400ns if
the track crosses a cell near one edge. Two techniques are
used to determine the DOCA from the hit arrival time: the
conventional and the neural network based approaches. The
DOCA estimates is done iteratively: a first evaluation is done
by using an angle-averaged time—distance relationship; then,
the DOCA estimate is refined at the tracking stage taking into
account the track direction and the new DOCA estimates are
inputs for tracking refinements; and finally, the DOCA from
the neural network approach is used.

In the conventional approach the time—distance relation-
ship is stored in TXY tables, estimated using Garfield++ [15]
simulations. Since the cell size and shape as well as the mag-
netic field change along the longitudinal, radial and azimuth
coordinates of the chamber, a bi-dimensional sampling of the
CDCH volume in r and ¢ is performed at fixed z and repeated
in z bins of 10 cm width, forming arrays of TXY tables. The
effective DOCA corresponding to a measured drift time is
determined by interpolation using the tables computed in the
location nearest to the hit wire. Intrinsic uncertainties in the
DOCA determination come from the use of tables obtained
with simulations. Additional uncertainty can potentially by
the result of the sampling and interpolation procedure, how-
ever in the Monte Carlo this was shown to be negligible.

The conventional determination of DOCA is affected by
a bias coming from the low density of the ionization clusters
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along the track, which causes a systematic overestimate of
the DOCA at a level of 50-100 wm, depending on the track
angle with respect to the wire direction. Since the conven-
tional DOCA estimate only uses the drift time of the first
electron, an improved estimate can be achieved by taking
into account also other clusters with the cluster counting
technique discussed in Sect. 3. However, the presence of the
additives (oxygen and alcohol) in gas mixture reduced the
number of primary clusters and the total signal charge, mak-
ing difficult the practical application of this method on 2021
and 2022 MEG II data. Then, even if all ionization clus-
ter information is present in digitized waveforms, a specific
cluster counting algorithm was not yet developed.

The neural network approach trains on fitted tracks created
using the conventional time—distance relationship, to create
an improved DOCA estimator that overcomes the intrinsic
limitations of the conventional approach. The neural network
inputs a series of variables (hit arrival time, Ty, layer, z, etc.)
and trains on the track DOCA to create a model that maps
the hit properties to a final DOCA estimate. The purpose of
this training is to produce a data-driven DOCA estimator,
which is free from possible systematic differences between
the “real” TXY and that based on Garfield++ simulations.
Being trained on experimental data, the network can also
learn the bias due to the ionization statistics. The optimal
neural network approach is a convolutional neural network
(CNN) model that additionally inputs waveform voltages to
map the signals from all ionization clusters to the DOCA
estimate. The details of the neural network approach are pre-
sented in [16].

We evaluate the performance of the DOCA evaluation in
the data by looking at the DOCA hit residual, defined as
the difference between the final DOCA estimate (Dpj;) and
the DOCA determined by the track reconstruction. Figure 17
shows the distribution of the DOCA residuals (Dpj; — DTk )-
The residual distribution with a conventional approach for
DOCA reconstruction is approximately Gaussian, with a cen-
tral core of o ~ 160 ns and a small non Gaussian tail for pos-
itive values due to the ionization statistics. The main benefit
of the neural network approaches (especially of CNN) is a
reduction of the right tail and an increased number of entries
in the peak; this implies a suppression of the ionization statis-
tics bias.

The widths of the hit residual distributions represent the
resolutions in the single hit coordinate reconstruction and
are not far from the expected values cited in the MEG II
proposal of 100 wm [1]. Some improvements are possible
by further optimizations of the alignment and reconstruction
algorithms. This neural network technique has been verified
using data-driven kinematic resolution estimating techniques
to improve all kinematic resolutions by ~ 5 — 13% [16]; an
example of the kinematic improvement is given in Sect. 11.1.

DOCA Error
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50000
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20000
10000

Hit DOCA - Track DOCA [um]

Fig. 17 The hit residuals for the three methods: conventional approach
is in black, convolutional neural network is in green and dense neural
network is in red

8 Track finding and track fit

The reconstruction of a positron track starting from the recon-
structed hits is performed in two steps: the track finding,
which combines hits produced by the same positron into a
track candidate, and the track fit, which extracts the best esti-
mate of the positron’s kinematics at the target.

8.1 Track finding

The CDCH operates in the high-rate environment, which
makes the positron reconstruction a very challenging task.
The corresponding cell occupancy is at the level of 15-25%
per event in time window of maximum drift time. For exam-
ple, this is on the level of the channels occupancy of the for-
mer ALICE TPC' in Pb—Pb events or even higher than in the
Belle II drift chamber [17,18]. Taking into account the fact
that the CDCH has only nine layers in comparison with 156
and 56 layers of Alice and Belle II trackers respectively, this
makes a pattern recognition more complicated for MEG I, as
shorter tracks can be more easily hidden under overlapping
background events. An example of event is shown in Fig. 18.

The track finding is a pattern recognition algorithm that
starts from the reconstructed hits and tries to put them
together to form a track candidate, i.e. a list of hits suppos-

! The present ALICE TPC uses a MPGD-based readout which replaced
the wire chamber.
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Fig. 18 Example of event in one stereo view projection at z = 0. Top:
circles correspond to the drift distance of hits relative to Ty of the signal
track; hits are selected within the [—50 ns, 200 ns] time window around
Tp. Bottom: reconstructed tracks with hit points in both stereo view, the
green curve is the trajectory of the signal positron

edly produced by the same positron and a preliminary esti-
mate of the particle’s kinematics based on the hit positions.
The implemented pattern recognition algorithm is based on
the track following with the Kalman filter method [19].

To reconstruct the distance to wires of found hits, as
described in the previous section, an initial estimation of the
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Fig. 19 Pairs of hits from two stereo views projected to same z coordi-
nate. Black lines: all combinations of tracklets, green line: constructed
track seed from compatible pairs

track time T is required. For this purpose, times of all pTC
hit clusters within 50 ns of the trigger time are taken for con-
sideration. To take into account the time of flight from CDCH
region to the pTC, additional average corrections are applied,
which correspond to cases when the trajectory leaves the
CDCH immediately or do after one or two full turns before
crossing the pTC. The average time of flight of one positron
between different turns is around 4ns. In addition, the Tp
seed can be evaluated based on three consecutive cells in a
same layer, assuming they are crossed by a straight line. This
gives the time resolution of the tracklet about 6 ns. For each
initial Ty, only hits within the time window slice up to the
maximum possible drift time in a cell are considered for the
tracking.

The tracking starts with a seed construction, where the pro-
cedure starts from the external layers with lowest occupancy.
For this purpose, two (or three for the self Ty without pTC
timing) hits from spatially adjacent wires in the same layer
are combined together into a tracklet, which has the posi-
tion and transverse direction. The hits in a tracklet should be
compatible with the measured z coordinate within resolution,
and the position of this tracklet should be loosely compat-
ible with the position of the initial pTC hit cluster as to be
roughly in the same quarter of the CDCH. The first tracklet is
matched with other pairs of hits in next two lower layers with
opposite stereo view, where they should be compatible with
the z position and the projection of transversal direction. An
example of the constructed seed is shown in Fig. 19. These
two pairs together with an additional constraint on the beam
axis crossing give fully defined track parameters for further
tracking. All compatible combinations of two pairs between
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different layers, including possible different left-right side
of wires in the pair, produce the set of track seeds.

Since the CDCH has the stereo geometry, then the z-
coordinate measurements over single wires are not strictly
necessary to reconstruct the track parameters. However, the
additional z hit information is greatly helpful to reduce seed-
ing combinatorics and to prevent improper attaching of hits
from pileup tracks during tracking. This is very important
especially in the high-rate environment of the MEG II exper-
iment.

The constructed seed trajectory is then propagated back-
ward and forward to the contiguous layers, according to the
expected motion in the magnetic field, and accounting for the
average energy loss in material. If hits are found in these lay-
ers, consistent with the expected trajectory by means of 2,
they are added to the track candidate and the estimate of the
trajectory is updated using the Kalman filter algorithm. The
procedure is iterated until the innermost layers are reached.

Several quality checks of followed tracks are performed
at the intermediate steps to discard the seeds at earliest as
possible stage; these include to find some hits in nearest to
seed layers, checks of number of found hits and their density,
the track x2 of shorter track segment.

The seeding is repeated starting from lower layers, where
hits already used by found good tracks at the previous track-
ing iteration are excluded from consideration. From inner-
most layers all tracks are propagated again to the forward
direction with attempt to find additional compatible hits and
to form the full single turn track candidate. Additional seed-
ing is performed from found tracks when they propagated to
next turns in both direction from first and last points and their
track parameters are used to find new track segments.

Since different initial seeds can result in near same or
strongly overlapped track candidates, a cleanup of the output
list is performed at the final stage. All obtained track candi-
dates are sorted according to the quality factor, which include
number of attached hits, hits density over reconstructed tra-
jectory and track x2. Tracks from this list are selected if the
number of shared hits with tracks of higher quality is below
some threshold.

As it is customary in wire detectors, ambiguities affect
the determination of the hit position, which, for given track
angle and drift time, can be either on the left or on the right
of the wire (left-right ambiguity). The track finder procedure
also provides a preliminary resolution of these ambiguities,
as the one minimizing the hit—track residuals.

The pattern recognition results in single and half turn track
segments inside the CDCH (2 x 9 and 9 layers intersections,
respectively). About 85% of tracks contain three full crossing
of the CDCH layers (3 x 9 layer intersections or a 1.5 full turn
track). The remaining fraction is 2.5 turn and even more rare
3.5 turn tracks. The 2.5 and 3.5 turn tracks are a consequence

of the graded magnetic field; the larger number of turn tracks
correspond to tracks with 6. ~ 90%.

The currently implemented pattern recognition by using
the track following method is of type of “local” approach,
where local continuity of trajectory is important. Such meth-
ods can be spoiled by inefficiency of the hit reconstruction
discussed in the previous section and the high rate of over-
lapped hits. Other pattern recognition strategies are under
initial discussion as well, which can be based on global hit
dealing approaches, such as Hough transform method (with
a proper dealing of the CDCH stereo configuration) or try-
ing to exploit neural nets in track reconstructions algorithms.
Combination of different approaches can potentially further
improve the track finding efficiency.

8.2 Track fit

The track fit is developed using the GenFit toolkit [20] and
allows to include an optimal treatment of the material effects
(energy loss and multiple scattering). For this purpose, the
CDCH is modeled as auniform volume of gas. In reality, there
are wires in the volume. However, considering individual
wires is not good for tracking because small changes in the
trajectory change whether the track crosses the wire volumes
or not, making the calculated material budget in the track
propagation unstable and unreliable. Another possibility is
replacing the volume of gas with an average medium, diluting
the wire material over the gas volume. When this method was
applied to the data, it resulted in a deterioration of the tracking
performance. Therefore, the wire material was omitted in the
model. The measurements entering the x> minimized with
the Kalman algorithm are the drift distance of the hits and
their longitudinal position z, estimated from the weighted
average of the charge-division and time-difference estimates.
It should be noticed that the drift distance would be enough,
by itself, to fit the trajectory, thanks to the combination of
the different stereo angles of the wires. The hit self-estimate
of the longitudinal position adds poor statistical information,
but it is helpful to numerically stabilize the fit.

The Kalman filter is complemented with a determinis-
tic annealing filter (DAF) [21] to identify and reject hits
not really produced by the particle under consideration, and
to improve the resolution of the left—right ambiguities. The
inclusion of the z self-estimate in the measurement model is
also important to improve the bad hit rejection power of the
DAF.

In the first stage of track fitting, we fit the track segments
output by the track finder. We then merge the fitted track
segments to get the full, multi-turn trajectory of the positron.
This is done by propagating the first and last hit of each
segment to the point of closest approach to the z axis, and
comparing two by two the resulting positions and directions,
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Fig. 20 Number of hits on the fitted tracks with and without the
“refit” algorithm

looking for a good match (quantified by a x2 based on the
Kalman covariance matrix).

Once the track segment merge has been tried, the fitted
tracks are propagated through the CDCH on its full trajectory
from the target to the pTC to search for missing hits that the
track finder, with its lower accuracy, was unable to associate
to the track. Frequently, the final half turn output from the
track finder results in a low quality fit due to a low number
of hits and thus is difficult to merge. Adding hits on the final
half turn to single full turns results in improved momentum
resolution. The impact of repeating the fit after this algorithm
(the procedure of adding hits and fit again the track is called
“refit” algorithm) is applied is shown in Figs.20 and 21. An
increase of about 30% in the typical number of hits and an
improvement of about 14% in the core momentum resolution
are observed.

The precise trajectory obtained from the track fit is propa-
gated to the pTC, so that the association of the pTC hit cluster
to the track can be verified (or included if the track was built
without a reference pTC hit cluster), and the best possible
estimate of the track time can be extracted. It includes the
time of flight from each hit to the pTC itself. In this way, the
drift time (and consequently the drift distance) of each single
hit can be updated.

Finally, the track is propagated from its first hit to the
target. Deformations of the target with respect to an ideal
plane, down to a few hundred micrometers, can introduce
significant biases in the measurement of the track angles.
For this reason, the unflatness of the target foil is modeled
by a triangle mesh, and the propagation is performed in two
steps. In the first step, the track is propagated to a virtual
plane, a few mm in front of the real target. In the second step,
the track is propagated to the nearest triangle of the mesh.
For the energy loss and multiple scattering calculations, the
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Fig. 21 Michel edge fit with and without the track “refit” algorithm
applied. Core resolution is improved by ~ 14%. Details on the deter-
mination of positron momentum resolution will be explained in Sect.
11.1

positron is assumed to be produced at half-thickness depth
inside the target foil.

The propagation to the target provides the best estimate of
the muon decay point and time, and of the positron kinematics
at production, including an estimate of the uncertainty and
of the correlations among these quantities, in the form of a
covariance matrix.

9 Quality cuts and track selection

Even though several quality requirements are imposed on the
track candidates and a cleanup procedure is applied to them in
the track finding stage as described in Sect. 8.1, poor quality
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Table 1 Criteria for the track quality cut

Table 2 Inputs for the track rating neural network

Parameter Condition
Track quality

Number of fitted hits Npit > 18
Those in the first half turn Nhit first = 5

Chisquare of the fit X%l/NdOf < 4.33 — 0.0167 Npjt
cov(Ee, Ee) < (300keV)?
cov(be, 6e) < (50 mrad)?
cov(¢e, ¢e) < (12 mrad)?

cov(ye, Ye) < (5mm)?

Energy fit uncertainty

Angular fit uncertainties

Position fit uncertainties
cov(ze, Ze) < (5 mm)?

Matching with pTC?

Timing |AT| < 15ns

Av? 4+ Aw? < (10cm)?

[Aw| < S0y, prc ~ 6cm

+3cm

Distance

Fiducial volume
Extrapolation length lprc < 80cm
Extrapolation to target
Fiducial volume —20y,;
Extrapolation length ltarget < 45cm
Multivariate analysis

NN output OnN < 0.1

4Compared at the plane of the matched pTC counter. w (v) is the local
coordinate along the long (short) side of the counter

tracks and duplicated tracks of a single positron (ghost tracks)
exist in the fitted tracks. We apply the following selection
criteria to the fitted tracks to select the best measured track per
physical positron and to guarantee the reconstruction quality
to be usable in physics analyses:

1. Cut on the quality of the track fit,

2. Cut on the condition of propagation to the target and the
pTC,

Identification and grouping of ghost tracks,

4. Rating the ghost tracks and selecting the best one.

e

The criteria for the first and second items are listed in
Table 1. The quality cuts are basically based on the track-
fit outputs and geometrical consistency. Among them, the
number of fitted hits and the fit x 2 are especially important
while the others are practically to reject outliers.

On top of these standard criteria, a multivariate approach
is adopted to efficiently apply a stricter cut. A neural network
with dense layers is formed with the input variables listed in
Table 2 and trained on samples for “good” and “bad” labeled
tracks from the data to output Onn € [0, 1], alarger value for
a higher probability of being a mismeasured track. We used
Michel tracks reconstructed in 49.0 < E. < 53.5MeV as
the good track sample and those in 53.5 < E. < 57.0 MeV

Nhit, Nhig,first> Nhit,last (last half turn), Ny,
Xite/ Naot, coV(Ee, Ee),
ltarget» lpte, XéDCH—pTC’
Energy loss from target to CDCH,

first turn to second turn, and CDCH to pTC,
Ratio of Npj; to the expected one from the trajectory,
Ratio of number of layers with hits

to those passed by the trajectory.

(a tail region) for the bad one. In the “bad” track sample,
tracks are mismeasured by at least 670 keV whereas the
“good” track sample is dominated by well-measured tracks
with a small fraction of mismeasured tracks. In this way, we
can train the network without help of MC simulation. This
neural network incorporated information from the Kalman
covariance matrix, number of fitted hits, x 2 /DO F,informa-
tion from the comparison with the timing counter (described
below), and other measurables such as hit efficiency esti-
mates, energy loss, etc. Some measurables were removed
as they were correlated with the reconstructed momentum
and therefore the neural network output was rejecting tracks
based on momentum, not quality. This “bias” towards high
momentum was verified to be highly suppressed by measur-
ing the rate of tracks as a function of momentum that were
rejected/accepted by the neural network algorithm. We found
that including more input variables into the neural network
algorithm improved the classification accuracy. In Fig.22,
the Michel momentum distribution is shown using conven-
tional selection criteria tuned on the Monte Carlo simulation
using the track x2/DOF and the number of fitted hits, a
neural network inputting the same two measurables, and the
final neural network selection. The optimal network incor-
porates 17 input quantities. This selection was verified in
the MC (although using the same neural network weights)
to improve all kinematic resolutions. The selection required
tracks to have a probability of being “bad” of less than 0.1,
resulting in a significant reduction of the tail events and a
small improvement in the core energy resolution while keep-
ing the relative efficiency >0.93.

The identification and grouping of ghost tracks are based
on the matched pTC hit cluster. We refer the reader to [5]
for the pTC detector and its analysis. Basically, a single
positron hits multiple counters of pTC (typically 9 counters
for a signal positron) in a turn, and these series of hits are
grouped into a hit cluster. Tracks matched with the same pTC
cluster are judged as ghost tracks. Since the pTC has much
faster time response and its resolving power against pileup is
much higher than CDCH, the probability of loosing a well-
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Fig. 22 Effects of selection criteria discussed in the text on Michel
momentum distribution. See text for details

reconstructed positron by accidental coincidence to the same
pTC cluster is < 1 %.
Tracks of the same positron are ranked according to

Rghost = —ONN + 2 X Nym — Bhit_det’ (5)

where Nym is the number of turns of the track and Bhit_det
is a binary flag for the algorithm used in the hit detection
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Fig. 23 Non linearity correction of the z measurement in CDCH hit
reconstrunction

described in Sect.6. If a track is reconstructed with only
the hits detected by the conventional algorithm (Sect.6.1),
Bhit_det = 0; if it is also with the hits by the deep-learning
algorithm (Sect.6.2), Bpi; det = 1. This term is introduced
to preferentially select tracks by the conventional algorithm
because the resolutions are usually worse when using the hits
by the deep-learning algorithm due to the higher fake rate.
The track with largest Rghost 18 selected for each positron.

10 Calibrations
10.1 Time and charge calibrations

The wire end to end charge ratio and time difference (Rg
and twireends) are calibrated by comparing the reconstructed
track z position with the calculation in Eqs. (3) and (4). In
addition, non-linearities of the z reconstruction observed in
the data (Fig. 23) are corrected with a polynomial modeling.
The nominal signal propagation speed and the wire resistiv-
ity are also corrected here so that the slope around z = 0
becomes one.

The non-linearity calibration uses cosmic ray events that
have a high coverage in the end regions, while the Rg and
twireends Calibration mainly use the Michel positron events.
The z measurement resolution in the hit reconstruction is
evaluated with positron tracks to be 9cm for both methods
as shown in Fig. 24. These two measurements are combined
as z = 0.7zy,; +0.3zy 4, Where a larger weight is put on the
time difference method because of the larger tail component
in the charge division method. As a result, the combined
resolution of z measurement is 7.5 cm.

The wire to wire offsets are calibrated by comparing the
reconstructed hit time (#hj;) with the expected hit time, which
is the sum of the drift time (#4:if) and the referenced track
crossing time (freference)- Lhe drift time, fqsf, iS estimated
from the TXY table based on the Garfield++ simulation. The
track crossing time is estimated from the reference time at
the matched pTC counter with time-of-flight corrections (Fig.
25).
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Fig. 24 Precision of z measurement in hit reconstruction with positron
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Fig. 25 CDCH wire time offset calibration

10.2 Wire alignment and wire sag correction

The CDCH global position was measured in both 2021 and
2022 using an optical survey; the relative wire-by-wire align-
ment was refined by taking into account multiple measure-
ments taken during the chamber construction and all geomet-
rical information regarding CDCH was incorporated in the
general MEG II database.

As observed before, at the end of the tracking stage, the
DOCA from the track to each hit wire is determined. Com-
bined with the fitted track angle and the left/right ambiguity
solution, we have 2D estimates of the track’s position at the
DOCA from the measured DOCA in the cell and from the
fitted track (unbiased by the hit itself). Averaged over many
tracks, the systematic difference between the hit position esti-
mate and the track position estimate yields the difference
between the nominal position of the wire and wire position
observed by the fitted tracks. The “hit residual” typical size
is ~ 100 wm: an example of hit position residual distribu-
tion is shown in Fig. 26 for two representative layers (4 and

<t PHER - Trk P> fum] 4

<HtR-TrkR> um] 4
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=

It T GR={wm
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Fig. 26 Examples of hit residuals for two representative layers, 4 and
7,inthe X and y axes of the MEG Il reference frame due to wire-by-wire
misalignments

7) along the x (left) and y (right) axes of MEG II reference
frame. Here, we show the average hit position residual in
a cell integrating over the position along the wire axis. A
change in the systematic residual along the wire axis corre-
sponds to an angular misalignment or a wire sagitta.

The presence of systematic differences in the hit residual
distributions is due to relative wire-by-wire misalignments
and is an important degradation factor of the CDCH perfor-
mances, together with the uncertainty on time-distance rela-
tionship, the precision in the knowledge of the magnetic field
etc. Such differences must be corrected by appropriate cali-
bration procedures based on particle tracks in experimental
data.

The more abundant tracks present in the CDCH data
stream are that of Michel positrons, collected during the nor-
mal data taking in a huge sample. Michel positron tracks are
the closest possible to a signal track and are reconstructed
by the same procedure. Therefore, using Michel tracks for
the alignment is a natural choice, but with a couple of disad-
vantages, coming from being curved tracks: first, a complex
tracking algorithm is needed; second, possible uncertainties
in the knowledge of magnetic field affect the hit residual dis-
tribution and cannot be unfolded. A possible alternative is
based on the use of cosmic ray induced events, which have
the advantage of producing straight tracks, but the disad-
vantage of requiring a dedicated data taking, separated from
the normal acquisition; moreover, since cosmic ray tracks
come from above and not from the target, the coverage of
the tracking volume for cosmic ray events is not uniform and
different from what expected for particles produced inside
the CDCH. We discuss here the official alignment based on
Michel tracks, since the cosmic ray alignment is still under
development; the latter one will be presented at the end of
the paper as a promising calibration tool. However, for both
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Fig. 27 An example of four hypothetical tracks with the same mis-
alignment. It’s clear that in all cases except when the track is parallel to
the misalignment (plot on the bottom right), the misalignment creates
a mean residual in the direction of the misalignment itself. This mean
residual is the handle used to perform the track alignment

methods we will show present performances and possible
improvements

10.2.1 Alignment with Michel positron tracks

In this section, we describe the procedure used to improve the
alignment of the drift chamber by using the Michel positron
tracks. This procedures works only for the relative wire-by-
wire alignment, i.e. it is insensitive to a global displacement
of the whole CDCH with respect to the other subdetectors of
MEG 1II experiment. First, Fig. 27 illustrates schematically
how the positron tracks can be used to align the CDCH.

In this figure the solid and dotted X represent the true and
misaligned wire position respectively and the solid and dot-
ted circles represent the (approximately circular) isochrone
curves corresponding to the hit DOCA. The misalignment
creates a systematic residual in the direction of the mis-
alignment for all track angles except that parallel with the
misalignment direction (case D, plot on the bottom right).
Therefore, by iteratively adjusting the wire coordinates on
the basis of the mean residual, we iteratively improve the
mean residuals and thus the wire alignment.

The general approach is to fit the mean residual per wire as
a function of the position along the wire axis (z). An example
of the mean residual on the x axis is shown in Fig. 28.

The residual plots in x,y and z global coordinate system
are fit using the equation below:

2 2
R(2) = po+ piz+ p (f) —1 ©6)

The fit parameters pg, p1, and p, correspond to a translation,

rotation, and a wire sagitta respectively; L is the wire length.
This is the sagitta equation used in the MEG II software. The
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Fig. 28 Examples of mean residual on the x axis as a function of wire
longitudinal coordinate (z) for four wires

sagitta angle is defined with respect to the plane defined by
the wire axis and the radial vector pointing outwards from the
CDCH center: if the sagitta lies in this plane, the sagitta angle
is zero. The sagitta equation conveniently sets the sagitta to
p2atz = OandtoOatthe wireedges (z = £L/2). The sagitta
is calculated in the x and y global coordinate system and
converted into the local coordinate system; this has a small
and negligible error by not taking into account the global
z error due to the sagitta. The sagitta can be due to both
electrostatics or gravity and can be as large as 100 pwm.

As already discussed, this method works well if the tracks
are not parallel to the misalignment vector (case D of Fig. 27).
Therefore, in an ideal situation one should use isotropic
tracks, coming from all directions with the same probabil-
ity, but this is clearly not the case since the Michel positron
tracks are normally collected using the MEG II trigger, which
is best suited to acquire almost backward going positron-
photon pairs. Since the photon detector has a defined posi-
tion within the volume of the apparatus and a defined angular
acceptance, the distribution of the wire crossing angles of the
tracks is not uniform, but somewhat biased, depending on the
wire position and direction in space. We previously observed
that in most cases the positron tracks cross the CDCH active
volume three times, corresponding to three distinct segments
of tracks. This particular pattern is due to the property of the
COBRA magnetic field of sweeping out positrons emitted
with small longitudinal momentum and the first two seg-
ments are parts of a complete turn within the chamber vol-
ume. Each segment is called a “half turn” and corresponds,
wire by wire, to a rather broad distribution of crossing angles
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around a central value. The most favourable situation for an
efficient alignment takes place when for an individual wire
there is a good angular separation (tens of degrees) between
the central values of two or three segments, especially when
two of the segments are almost perpendicular one to the other.

Some wires are located in regions of the chamber which
are crossed by one “half turn” only (usually the second one),
so that the distribution of the wire crossing angles is limited,
making the wire alignment achievable in all angles except
that perpendicular to the typical track angle. However, for
the same reason we are not sensitive to this misalignment,
the track quality should not be degraded by these types of
misalignments.

The track angular coverage depends on the radial and
azimuthal position of the wires; the alignment is better for
wires located at the center of the CDCH (small radii) and
at azimuth angles far from the borders of the trigger accep-
tance and worse for wires at large radii or at the borders of
the acceptance.

The MEG II trigger requires that positron and photon are
not only almost backward in angle, but also in time coin-
cidence within a pre-selected window. If this condition is
released, one can use segments of tracks which are out-of-
time with respect to the photon signal; these segments have
a larger angular coverage and using them the alignment sen-
sitivity can be improved in the CDCH regions outside or at
the borders of the acceptance for MEG II triggers.

Another point to be stressed is that a global alignment
fit requires that all types of tracks involved in the align-
ment share some common wires. Tracks with all hits deeply
in the upstream or downstream section of the chamber
(]z] > 30 cm) can’t be used to align simultaneously the two
chamber ends because of the lack of information connecting
them. If the hits of all tracks were within one of the two cham-
ber ends, the ends could be aligned only separately. However,
since the distribution of the hits is centered at z = 0, the rel-
ative alignment between upstream and downstream sections
can be obtained by using the central part (|z| < 30 cm) of
the chamber as a common link.

If this recovery procedure works well for the global
upstream/downstream hemispheres, the situation is more
complicated for individual wires or sectors. We examined
the relative coupling (B|A) between the wires, i.e. the prob-
ability that one track crossing wire A crosses also wire B
and we found, as expected, that the coupling is maximum for
wires more frequently crossed by the three “half turn” tracks
and minimum for wires on the extreme CDCH sectors, at the
borders of the geometrical and trigger acceptance. Since the
first and the last sectors are almost uncoupled, their relative
alignment requires a second order procedure by combining
information of tracks crossing the first and central sectors
with that of tracks crossing the central and the last sectors.
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Fig. 29 Examples of hit residuals for two representative layers, 4 and
7,in the x and y axes of the MEG Il reference frame after 14 alignment
iterations

The alignment procedure used approximately 500 runs,
each one with 2000 events; tracks with high number of hits
(40 on average per track) were selected to improve the quality
of the global fit. The total number of used hits was ~ 20M.
The alignment quality was verified by comparing the fig-
ures of merit (size of residuals and track reconstruction qual-
ity) before and after some alignment iterations. To make this
comparison more meaningful, a cut was introduced remov-
ing wires with less than 2000 hits, mainly concentrated on
the edges of each layer. Since 54 more wires had no hits
because of electronic issues, the analysis sample was formed
by 1000 wires. We show in Fig. 29 the hit residuals on the
x and y axes of the MEG II reference frame for the same
representative layers of Fig. 26 after 14 alignment iterations.

The improvement with respect to Fig. 26 is evident; the
residuals are highly suppressed. As another check of the
alignment quality we show in Fig. 30 the residuals on the
x axis as a function of the wire longitudinal coordinate (z)
for the same wires of Fig. 28.

Again, the improvement is shown by the reduction in size
of the residuals. Here, the remaining unaccounted for sagitta
is highly suppressed.

The fit parameters po and p», corresponding to the wire
translation and sagitta, have a strong linear correlation, as
expected because it implies a good alignment and centering
of the wire at zero error; however, sagitta fluctuations cause
fluctuations in the translation term too. The remaining sagitta
has a typical magnitude of ~ 13 um, but there are cases of
remaining sagitta’s reaching ~ 100 pm. These large values
are associated with wires with only few thousands of hits; a
reduction in sagitta uncertainty is possible by a significant
increase in hit statistics, particularly close to the wire edges.
Most of these wires are concentrated on the extreme sectors
of CDCH, as expected.
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The distributions of the values of the final translation and
rotation of the wire as a function of the wire number are
shown in Fig. 31.

In the top plot we report the three components of the wire
global displacement, in the bottom plot the final rotation
angles 6 and ¢. All the components of the global transla-
tion vector are centered at zero, but there is a clear correla-
tion between such components and the layer number, not yet
explained. The spreads of the three components of the global
translation amount to tens of microns. The final global rota-
tion is < 0.1 mrad for the 6 angle and ~ 1.1 mrad for the ¢
angle; the corresponding spreads are ~ 0.1 mrad and ~ 1.2
mrad for 6 and ¢ respectively. The plot on the bottom of
Fig. 31 shows that the distribution of ¢ is biased towards
positive values, implying the need of a net global rotation;
on the other hand the dependence of the final angular cor-
rections on the wire and layer number is rather weak. The
distribution of the sagitta value (which is positively defined)
reaches its maximum around 13 pum, with a long right tail, so
that the mean is 26 um and the standard deviation is 27 um.
The distribution of the sagitta amplitude p, and angle as a
function of wire number are shown in Fig. 32 for sagittas
larger than 30 wm.

The plot on the bottom shows an interesting but unex-
pected feature: the sagitta angles are centered at ~ 0° in
the external layers (wire number < 1000) and at ~ 180° in
the internal layers. This is due to the interplay between the
gravitational and the electrostatic sagitta’s. The gravitational
sagitta is constant for all layers and always directed along the
y-axis (the sagitta angle varies from —90° to 4+90°, includ-
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Fig. 31 Top: the x, y and z components of the global wire displacement
as a function of the wire number at the end of alignment procedure.
Bottom: the polar angle rotations 6 and ¢ as a function of the wire
number

ing the missing sectors), whereas the electrostatic sagitta,
because of the slightly trapezoidal shape of the drift cell,
will always point toward the center of CDCH (sagitta angle
= 180°) and will be maximum at the inner layer, exceeding
the value of the gravitational sagitta, and decreasing with the
square of the ratio between high voltage and cell width, to
the outer layers, where the gravitational sagitta dominates.
The most important effect of a good wire alignment is
an improvement of the position and angular resolutions of
the tracking. In order to evaluate this improvement we used
the double turn method, which will be briefly explained in
Sect. 11. This technique uses tracks crossing the chamber on
two complete “turns”, which can be reconstructed separately
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Fig. 32 Top: the sagitta amplitude p> as a function of the wire number.
Bottom: the sagitta angle as a function of the wire number. Only wires
with final sagitta larger than 30pum are included in these plots

by the tracking algorithm providing two independent esti-
mates of tracking parameters. The distributions of the differ-
ences between these estimates provide a measurement (after
including some corrections which will be explained later on)
of the resolutions of the individual parameters. Figure 33
shows the results of the double turn analysis for (from top
to bottom) y. and ze coordinates of the muon decay vertex
(i.e. of positron production point), ¢ and 6 angles of positron
track at the target location where the positron is produced.

For each plot three distributions and the corresponding
fitting curves are compared: the blue one was obtained using
the survey based alignment, the black and the red curves using
the iterative alignment after 5 and 12 steps respectively. Note
that the absolute values of the standard deviations are not yet
a measurement of the MEG II resolution on these kinematic
variables, but the positive effects of the alignment are shown
by significant reductions of the systematic biases and of the
widths of all plots.
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Fig. 33 Results of the double turn method to estimate the resolutions
on positron vertex coordinates Y. and Z. and on track polar angles ¢
and 6 at the target location. The blue, black and red curves correspond
to reconstructions based on alignments obtained using the survey and
after 5 and 12 iterations
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Fig. 34 Angle dependence of the energy scale before and after the
alignment. The impact of shifting the magnetic field by 1 mm is also
shown for illustration

10.3 Global alignment and magnetic field corrections

The determination of the relative positron-photon angles
relies on the relative alignment of the CDCH with respect
to the LXe detector and the muon stopping target. Moreover,
a possible misalignment of the CDCH with respect to the
magnetic field produces non-uniformity in the energy scale
as a function of the positron emission angle, due to the gra-
dient of the magnetic field.

The initial global alignment of the CDCH is based on an
optical survey, performed by means of a laser tracker and a
group of corner cubes. The laser tracker system is placed one
after the other on the upstream and the downstream side of
the detector and measures the locations of the corner cube
reflectors mounted on dedicated positions on the CDCH, the
pTC and the muon stopping target. The location of the laser
tracker itself is derived from fiducial marks on the concrete
walls and in the concrete floor of the experimental area. The
overall precision of the survey method can be estimated to the
level of a few hundreds of microns. The results of this survey
have been used to fix the position of the CDCH with respect
to the MEG II reference frame, and shifts are applied to the
magnetic field, the target and the LXe detector to recover the
correct relative alignments, making the reconstruction of the
relative angles independent of the initial assumption.

The relative alignment of the CDCH with respect to the
LXe detector and the target are exhaustively described in [5].
Concerning the misalignment of the CDCH with respect to
the magnetic field, the impact is illustrated in Fig. 34, which
shows the 6, and ¢. dependence of the energy scale evaluated
from the Michel edge fitting (described in Sect. 11.1) to sliced
data samples.

The misalignment in the positive x direction results in
a decreasing energy scale with an increasing ¢.. The mis-
alignment in the positive y direction results in an energy
scale maximized at |¢.| = 0. The misalignment in the posi-
tive z direction results in an increasing energy scale with an
increasing cos fe.
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Fig. 35 Example of a double turn positron track in the 2021 data-
set. The green dots represent intersected wires with signal in the drift
chamber; the yellow tiles represent the pTC tiles with signal

The magnetic field is thus aligned to minimize the
observed energy scale dependence on the emission angle.
We start from the magnetic field that is calculated from
the COBRA design, which is then shifted by 100 um in x,
700 wmin y, and 300 wm in z, where the estimated precision
in x and z direction is 100 wm and that in y is 200 pwm.

Although we do not consider here possible relative rota-
tions between the CDCH and the magnetic field, the good
uniformity achieved in the energy scale (one order of mag-
nitude better than the resolution) indicates that there can be
only a minor impact on the energy reconstruction.

The overall scale in the magnetic field strength is also
calibrated from Michel edge fitting and scaled by 0.9991
with a 0.01% precision.

11 Performances
11.1 Tracking resolutions

The tracking resolution can be evaluated on Monte Carlo
events and on experimental data. The Monte Carlo events
have the clear advantage that one can compare the recon-
structed values of the kinematic quantities with the gener-
ated ones; obviously this method is not applicable to real
data, but it can be used as a benchmark if one is able to iden-
tify a technique for estimating the resolution valid for both
Monte Carlo events and experimental data. This technique
is the “double turn” method, already used in MEG and dis-
cussed in detail in [3]. The idea is to treat tracks that perform
two complete turns within the chamber volume as formed by
two independent tracks; an example of this type of tracks is
shown in Fig. 35.

In MEG II, ~ 15% of positron tracks intersect the cham-
ber volume five times, two times in the first segment of the
track and three times in the second, hence crossing 9 x 5
layers. The segment formed by the hits closer to the target is
called the first turn and the segment formed by the hits closer
to one of the chamber ends the second turn. The two track
segments are independently fitted and propagated (one in
backward and one in forward direction) to the target plane.
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Fig. 36 The experimental distribution of the double-turn difference
for z. at the positron production point in the target obtained by using
the conventional and the neural network approaches for the DOCA
reconstruction. A convolution of two equal double Gaussians is fitted
to the distribution

The distributions of the differences between the kinematic
variables reconstructed by the two segments are then com-
pared and fitted with a convolution of two double Gaussian
curves. The choice of the fit curve is based on the expectation
that the resolution of each turn is well described by a double
Gaussian.

The fit assumes that the two double Gaussian curves have
the same resolution; this is an approximation because the first
turn has a lower number of hits and thus a degraded resolu-
tion. Therefore, reliable estimates of the resolutions cannot
be extracted by simply using the fit results. To account for this
difference, we apply the double turn analysis to Monte Carlo
Michel positron tracks and build corrections by comparing
the core and tail resolutions in the double turn analysis with
double Gaussian fit results of the reconstructed kinematics
in the Monte Carlo.

We show in Fig. 36 the double-turn z. distribution for
experimental data; the corresponding distributions for ye, ¢
and 6. are similar. The quoted resolutions are the result of
the convolution of two double Gaussians.

The three distributions of Fig. 36 are obtained by using
DOCA based on the conventional (black lines) and on the
neural network based approaches (purple and green lines).
The best result is from the convolutional neural network [16].

In Table 3, we compare the core resolution from the
double-turn fits on experimental data and Monte Carlo
Michel positrons to the Monte Carlo simulation resolutions
for signal and Michel positrons.

The resolutions are better for Monte Carlo events, as
expected, but the differences are rather small (compare the

Table 3 Core Gaussian o for double-turn fits with a convolution of two
double Gaussian curves and the core Gaussian o for double Gaussian
fits in the Monte Carlo

Data Ve Ze Pe Oe
(mm) (mm) (mrad) (mrad)
2021 Data DT 0.77 2.09 5.82 7.91
Michel MC,DT 0.67 1.76 5.27 7.17
Michel MC 0.75 1.84 5.39 6.85
Signal MC 0.73 1.68 5.21 6.55

first and the third lines): 0.02mm in ye, 0.25mm in ze,
0.43 mrad in ¢ and 1.06 mrad in 6. Since the tracking algo-
rithm and the alignments can be further optimized, this good
similarity demonstrates that our detector is well under con-
trol and our knowledge of its capabilities is solid. The com-
parison between the third and the fourth lines shows that
the Monte Carlo resolutions are better for signal positrons
than for Michel positrons. This is also expected, since signal
tracks have on average a higher number of hits than Michel
tracks; so, if one wants to determine the resolution on sig-
nal positrons he needs a set of Michel-to-signal correction
factors.

The resolutions on Monte Carlo events can be compared
with the double turn results on the corresponding sample of
Monte Carlo events; in this way one obtains the correction
factor needed to convert the o’s of the double-turn distri-
butions, variable by variable, into the corresponding resolu-
tions. We indicate with os/m the (single Gaussian) resolu-
tions determined by fitting the (reconstructed — generated)
distributions on Monte Carlo events for signal (S) and Michel
(M) positron tracks and with oM pata, DT that obtained with
the double-turn method on Monte Carlo events of Michel
positron tracks or on experimental data. The latter values are
listed in Table 3 in the first and second lines. The ratio o5 /oM
allows to convert a resolution obtained on Michel tracks in
the corresponding for signal tracks and the ratio oam/omc DT
is needed to convert the o’s of the double-turn distributions
in the resolution of the corresponding variables for Michel
positrons. The correction factors are reported in Table 4.

The resolutions estimated in this way do not account
for the correlations existing among the positron kinemati-
cal observables. Indeed, when the target is propagated to the
muon stopping plane, the extrapolation of the positron tra-
jectory to a point, that is constraint to lie on a plane, intro-
duces relevant correlations among the measurement errors in
energy, angles and position. For signal events, being the true
energy known, the correlations can be used to apply a correc-
tion to the measured angles and positions. As a consequence,
the effective resolution on angles and positions is reduced by
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Table4 Correction factors to be inserted to convert single Gaussian o’s
of double-turn distributions into effective resolutions of kinematic vari-
ables for experimental data. We report in the first line the ratios between
the single Gaussian o’s for signal (S) and Michel (M) positron Monte
Carlo events obtained by comparing the reconstructed and the generated
values of the kinematic variables; in the second line the ratios between
the single Gaussian o’s extracted with the (reconstructed-generated)
and with the double-turn method on simulated Michel positron events;
in the third line, the reduction factors that account for the correlations
included in the PDFs

Data Ye Ze e Be
(mm) (mm) (mrad) (mrad)

os/om 0.97 0.91 0.97 0.96

oM/OMC.DT 1.12 1.05 1.02 0.96

[T /1 - 0} 0.88 1.00 0.71 1.00

Table 5 Effective resolutions (single Gaussian o ’s) on the 2021 exper-
imental data obtained by combining the double-turn results reported in
Table 3 with the Monte Carlo correction factors listed in Table 4. The
¢ resolution is for ¢ = 0 and correction for any correlations are not
applied

Ye (mm) Ze (mm) @e (mrad) e (mrad)

0.74 2.0 4.1 7.2

afactor,/1 — ,ol.2 for each correlation (with correlation factor

pi) that is taken into account. 2

In summary, the effective resolutions opa, determining
the sensitivity of the experiment can be calculated from the
formula:

OData = OData,DT X (0
MC,DT

oM os 5
2 (R o
The results are summarized in Table 5.

The positron momentum resolution is measured by fitting
the experimental spectrum of positron momentum for Michel
events close to its upper edge. In principle the double-turn
method can be used for the positron momentum too (it gives
comparable results), but since the value of the upper edge
is theoretically known (52.83 MeV), the fit of the positron
momentum spectrum provides a direct evaluation of the res-
olution, without needs of Monte Carlo based correction fac-
tors.

The positron momentum spectrum is the result of three
components: (1) the theoretical Michel spectrum, including
the radiative corrections [22]; (2) the spectrometer accep-

2 In the likelihood analysis for the search of pt — ¢ty we do not
correct explicitly the angles and positions, to not deform the background
distributions, but the correlations are accounted for in the construction
of the probability density functions, so producing on the analysis power
the same effect of a reduction of the resolutions.
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Fig. 37 Fit of Michel positron spectrum for a beam intensity of 3 x 107
stopped muons per second. The top panel shows the spectrum in log-
arithmic scale, the central panel in linear scale. In both panels the red
continuous curve is the global fit and the blue dotted curve is the resolu-
tion, modelled with a three Gaussian shape. The bottom panel shows the
spectrometer acceptance function, which reaches 0.5 around 48 MeV

tance, which rejects most of the low energy events (E <
45MeV) and selects preferentially the positron tracks emitted
in opposite direction to the photon detector; (3) the spectrom-
eter resolution, which is phenomenologically modeled with
a triple Gaussian shape. The Gaussian shape which accounts
for the largest fraction of the resolution curve integral is
called the “core” and measures the spectrometer resolution at
energies close to that of the signal. The positron momentum
spectrum at a beam intensity of 3 x 107 stopped muons per
second is shown in Fig. 37, in logarithmic (top panel) and in
linear (central panel) scales. In the bottom panel of the same
figure we show the spectrometer acceptance function, which
reaches 0.5 at about 48 MeV. The core Gaussian fraction is
~ 0.67 and its o is 91keV, better by 40keV of the value
quoted in the MEG II proposal. The corresponding value for
MEG was 320keV; so, the resolution of CDCH is almost a
factor 4 better than that of the MEG segmented drift cham-
ber. Going to higher beam intensities, up to 5 x 107 stopped
muons per second, the resolution worsens by no more than
10%.
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Fig. 38 CDCH efficiency as a function of the beam rate intensity R,

11.2 Efficiency

The CDCH efficiency is defined for 52.8 MeV positrons emit-
ted in the opposite of the LXe acceptance and detected by
the pTC. The efficiency is evaluated with data samples with
a trigger that requires only at least one pTC trigger. The total
number of efficient positron tracks during the whole data
taking are obtained by counting the number of reconstructed
positrons with the energy larger than 50 MeV. This is then
divided by the expected number of positrons, which is a prod-
uct of the beam rate, the branching ratio of the Michel decay
with the 50MeV cut (0.101), the geometrical acceptance of
LXe detector (0.11), the pTC detection efficiency (0.91), and
the efficiency for the pTC-only trigger (~ 0.9 depending on
the beam rate). The energy dependence of the efficiency is
also corrected to match the definition at 52.8 MeV (~ 9%
effect) according to the result of Michel spectrum fitting.
Figure 38 shows the CDCH tracking efficiency as a func-

tion of Ry.
The efficiency decreases from 77% to 66% when the
beam rate increases from R, = 2 X 107571 to R, =

5 x 107s~!. This is not surprising, since when the beam
intensity increases the probability of accidental superimpo-
sition of hits coming from different tracks also increases,
making the track finder algorithm less effective in singling
out the hits belonging to each individual track.

Nevertheless, the efficiency reduction from the smallest
to the highest beam intensity is not dramatic, 11%. The blue
dotted line at 78% represents the MEG II design value, which
has been almost reached at the smallest beam intensity and
is not far from being reached also at higher intensities. We
are confident that further improvements in hit reconstruction
and tracking algorithms could allow to move closer to the
design value also at higher beam intensities.

LA RN BN AN R RN ERRRE AR

2 2.5 3 3.5 4 4.5 ; 5
R, [107 */s]

Fig. 39 Product between the CDCH efficiency at a given beam rate
and the beam rate intensity R, divided by 3 x 107s~! as a function of
the beam rate. The value at R, = 3 x 10757 is the efficiency at the
same beam intensity used in MEG

The beam intensity of the MEG experiment was R, =
3 x 107s~!, with a positron efficiency of ~ 40%. This num-
ber includes the pTC detection, which is ~ 91% for MEG II.
So, the positron efficiency for MEG IIis 0.74 x 0.91 = 0.67.
i.e. ~ 67%. The new chamber is more than 1.5 times more
efficient than the original one, even though the CDCH per-
formances are not yet optimized.

Moreover, we remind that the gain in positron statistics
is determined by the product of two factors, the CDCH effi-
ciency and the beam rate. We show in Fig. 39 this product
as a function of the beam rate, normalized to the benchmark
intensity R, =3 x 107s~!, the same used in MEG.

This figure clearly shows that higher intensity muon beams
are preferable: the small decrease in efficiency is largely com-
pensated by the higher number of stopped muons, so that
the number of positron tracks increases by a factor 1.5 from
Ry, = 3x10’s7! to R, = 5x 107s~!. Compared with
MEG performances, the global gain increases by almost a
factor 3 at fixed data taking time. A higher beam intensity is
the favoured choice for the next years of data taking.

12 Cosmic ray tracks

During the initial phases of the detector setup, cosmic ray
hits and tracks were extensively employed for analysis both
with and without the application of magnetic fields since in
the assembly phase of the MEG II detector there were certain
limitations, such as the unavailability of the muon beam and
the inability to energize the magnets. Consequently, the only
viable option for signal checks and partial tracking recon-
struction was to expose the detector to cosmic rays with-
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Fig. 40 Comparison of distance vs drift time relationships in the case
of magnetic field switched on (blue line) or off (orange line)

out the application of a magnetic field. As a result, numer-
ous events of this nature were recorded, and subsequently,
a robust reconstruction method was developed to analyze
and interpret these events. This approach proved essential in
obtaining valuable insights and calibration for the detector’s
performance under different conditions.

Since the cosmic ray data were collected with the magnetic
field switched off, a set of TXY tables without magnetic field
was prepared. The differences with the corresponding TXY
tables with magnetic field on are not large, but clearly visible,
especially close to the borders of the cells. Figure 40 shows
an example of the distance vs drift time average relationships
for layer 9 and z = 0 with (blue line) and without (orange
line) magnetic field switched on.

The track finding algorithm for cosmic rays’ tracks is
based on the Legendre transform method [23]. In the Legen-
dre transform the tangent lines to a circle of radius p; centered
in (x;, y;) (the coordinates of the center of the i’ wire) are
mapped in the 2-D parameter space which we call the (c, ¢)
plane (c is the line intercept and ¢ is the angle between the
track and the horizontal axis). The mapping equation from
cartesian coordinates to the parameter space is the following:

c+ p; =x;sing + y; cos¢ (®)

The radius p; corresponds to the DOCA of the ith hit from
the track. Given a set of measured hit points in CDCH, each
point defines two groups of curves in the Legendre plane,
according to Eq. (8); the curves are sampled in a fine grid
and the bins where they intersect more densely are searched
for; the best track is identified by the bin where the number
of intersecting tracks is maximum, as shown in Fig. 41.

The Legendre transform is applied to the two stereo views
independently and the curves which intersect in the bin of
maximum content in the Legendre plane single out the hits
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Fig. 42 Example of track reconstruction in the two stereo views per-
formed by using the Legendre transform in the z = 0 plane. The black
circles represent the hit wires, the red triangles the hits selected by the
Kalman Filter fitting (but no optimized pattern recognition) and the blue
crosses the hits selected by the Legendre transform pattern recognition,
as explained in the legend in the left plot

belonging to the track. The algorithm is iterated to find all
possible track segment candidates. The size of the CDCH’s
drift cells sets the order of magnitude of the bin sizes. The
optimal bin size has been chosen testing the performances
on Monte Carlo simulations. We observed that the pattern
recognition performances in our case are stable in a wide
range of grid bin sizes.

This pattern recognition algorithm has been used in place
of a preliminary fitting algorithm which consisted simply of
feeding all CDCH hits to the Kalman filter fitting routine
complemented with the DAF hit rejection. Figure 42 shows
an example of comparison of the pattern recognition results
in the z = 0 plane in the two stereo views obtained with the
Legendre transform and with the Kalman filter.

The yellow circles identify the hit wires, the red triangles
the hits used by the Kalman filter fit and the blue crosses
the hits selected by the Legendre transform pattern recog-
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nition. The light blue line is an eye guide which shows the
quality of the hit selection. It looks clear that the Legen-
dre transform has a good efficiency in identifying the hits
which really belong to each straight track. This efficiency
has been evaluated on Monte Carlo simulations to be above
90%. Monte Carlo studies show that the hit sample selected
for each track by the Legendre transform pattern recogni-
tion is almost free from contamination of hits belonging to a
different track (contamination below 1%).

12.1 Cosmic rays for detector internal alignment

In addition to the detector commissioning, straight tracks are
also used in physics analysis. Cosmic rays tracks can pass
through both the CDCH and the LXe detectors, providing a
unique opportunity to examine and refine their relative align-
ment using real data. It is the only physics signal with these
characteristics.

To investigate the alignment between the CDCH and LXe
detectors, we employ a two-step process. First, the CDCH
reconstructs the cosmic ray’s track, allowing us to extrapolate
its path to the LXe detector. Then, we compare the measure-
ments obtained from both detectors to assess any deviations
or misalignment. By studying cosmic rays and their tracks,
we can gain valuable insights into the alignment accuracy
of the CDCH and LXe detectors, helping us to improve the
precision and reliability of our data analysis.

12.2 Future developments: alignment with straight tracks
and MillePede

Muon tracks offer an excellent alternative sample for assess-
ing alignment procedures and comparing them with the cur-
rent benchmark, as outlined in Sect. 10.2.1. A straight track-
based alignment method is currently in development, lever-
aging the well-known MillePede [24] algorithm.

The MillePede algorithm is data-driven and concurrently
determines the alignment parameters of the tracking system
along with the optimal track parameters. This is achieved by
minimizing the x2 function, given by:

Niracks Nhit 7, pi)
2 _ "Xm:ji (mij — fOmij, T, Bi) ©)
X = o}
jooi N

Here, m;; represents the coordinates of the it/ hit in the
jth track, p; is a vector containing the parameters required
to align the irh wire hit, and 7; is a vector containing the
local parameters of the jrh track. The function f calculates
the expected hit coordinates, taking into account the align-
ment and track parameter vectors. The MillePede algorithm
is applied on cosmic rays data recorded with the COBRA
magnetic field turned off to have an estimate of the align-

ment parameters independent of the magnetic field calibra-
tion and because analytical tracks allow to determine analyt-
ical derivatives used for the x> minimization.

The p; vector is formed, wire by wire, incorporating the
wire coordinates at the CDCH center X¢ and Y, the wire
tilt angles 6 and ¢, the wire sagitta s, and a rotation angle y
defining the plane in which the sagitta lies.

In the future, we anticipate comparing the performance of
the two alignment methods and, if feasible, combining their
results to further enhance the reconstruction performance (a
promising method is described in [25]). By leveraging both
cosmic ray and Michel tracks, we can refine the alignment
accuracy, leading to more reliable and precise data analysis.

13 Conclusions

In this paper we discussed the performances of the MEG II
cylindrical drift chamber CDCH. This detector was designed
to overcome the problems of the old MEG drift chamber,
where the segmented structure, the presence of passive mate-
rials along the positron trajectories and the formation of local-
ized spatial charge excesses on the cathodic strips caused
significant efficiency losses and resolution degradation. The
unique volume, the high granularity, the extremely light
mechanical structure and the large radiation length of the gas
mixture of CDCH, together with its cluster counting capa-
bilities for particle identification, form the basis of an ideal
solution for tracking detectors at future ete™ machines, like
FCC-ee [26] and CEPC [27]. The measured single hit and
tracking resolutions are just a bit worse than the predictions of
the Monte Carlo simulations and we are pretty confident that
further improvements will be possible since the calibration
and alignment procedures are not yet completely optimized.
The positron detection efficiency is rapidly approaching the
design value and seems only weakly depending on the muon
stopping rate. The CDCH is able to sustain high stopping
muon rates, up to 5 x 107s~!, corresponding to hit rates per
cell of 3MHzcm ™2 at the innermost layers, which ensure a
global gain in positron statistics despite an unavoidable (but
small) reduction of tracking efficiency. Taking into account
the expected performances of the other MEG II subdetec-
tors we estimated a final sensitivity of our experiment in the
search for ut — ety decay of &~ 6 x 10™* in a data taking
period of about 100 weeks.
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