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#### Abstract

We propose a construction of generalized cuts of Feynman integrals as an operation on the domain of the Feynman parametric integral. A set of on-shell conditions removes the corresponding boundary components of the integration domain, in favor of including a boundary component from the second Symanzik polynomial. Hence integration domains are full-dimensional spaces with finite volumes, rather than being localized around poles. As initial applications, we give new formulations of maximal cuts, and we provide a simple derivation of a certain linear relation among cuts from the inclusion-exclusion principle.
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Generalized cuts of Feynman integrals are discontinuities around their Landau singularities. The operation of cutting a Feynman integral, or by extension a physical scattering amplitude, has been widely used for computation in on-shell or unitarity methods, whether from a reconstruction based directly on discontinuities, as a seed for finding solutions of their differential equations, or through pattern-matching based on their functional structure.

Cuts are typically defined by constraining a subset of the internal momenta to be on-shell, and their computation can be carried out by taking residues at that locus. Here, we outline a complementary approach in terms of Feynman parameters. The Landau conditions for the presence of a singularity are formulated at first in terms of both loop momenta and Feynman parameters. Focusing on the loop momenta gives the customary on-shell conditions. Focusing instead on the Feynman parameters, we interpret the conditions in terms of changing the boundaries of the domains of integration. Specifically, the coordinate hyperplanes of the parameters corresponding to cut edges are eliminated as boundaries, and the second Symanzik polynomial $\mathcal{F}$ will be used in their place. We justify this interpretation in terms of the Landau conditions, and with reference to a physical notion of discontinuities. Maximal cuts are obtained by integrating over a region bounded only by $\mathcal{F}=0$. We find a new expression for maximal cuts at one loop and illustrate the possibility of finding multiple solutions beyond one loop.

[^0]In this framework, we can derive a linear relation among cut and uncut one-loop integrals in a very simple way, by an inclusion-exclusion argument on regions with the appropriate boundaries. We conclude with prospects for extending this argument to multiloop integrals, along with various suggestions for further exploration.

Feynman-parametric integrals and their cuts.-Review of Feynman parameters: An L-loop Feynman integral with $E$ internal edges in $D$ spacetime dimensions is given in its momentum representation as [1]

$$
\begin{equation*}
\mathcal{I}=\int\left(\prod_{\ell=1}^{L} \frac{\mathrm{~d}^{D} k_{\ell}}{i \pi^{D / 2}}\right) \frac{B}{\prod_{i=1}^{E} A_{i}^{\nu_{i}}} . \tag{1}
\end{equation*}
$$

The numerator $B$ is an arbitrary polynomial in the kinematic variables. Here we treat singularities in generality, so the numerator plays no role, and we omit it henceforth. The inverse propagators in the denominator take the form

$$
\begin{equation*}
A_{i}=m_{i}^{2}-q_{i}^{2}-i 0, \tag{2}
\end{equation*}
$$

with masses $m_{i}$ and momenta $q_{i}$ that are linear combinations of the external momenta and loop momenta $k_{\ell}$, and they are raised to integer powers $\nu_{i}$.

Feynman parameters are the integration variables introduced by rewriting the denominators in the following form:

$$
\begin{align*}
\frac{1}{\prod_{i=1}^{E} A_{i}^{\nu_{i}}}= & \frac{\Gamma(\nu)}{\prod_{i=1}^{E} \Gamma\left(\nu_{i}\right)} \int_{\alpha_{i} \geq 0} \mathrm{~d}^{E} \alpha \\
& \times \frac{\delta\left(1-\sum_{i \in S} \alpha_{i}\right)\left(\prod_{i=1}^{E} \alpha_{i}^{\nu_{i}-1}\right)}{\left(\sum_{i=1}^{E} \alpha_{i} A_{i}\right)^{\nu}}, \tag{3}
\end{align*}
$$

where $\nu=\sum_{i=1}^{E} \nu_{i}$, and $S$ is any nonempty subset of $\{1, \ldots, E\}$.

Review of Landau equations and cuts: The Landau equations $[2,3]$ are a set of necessary conditions for a singularity to occur in the integral. For each $i \in\{1, \ldots, E\}$,

$$
\begin{equation*}
\alpha_{i} A_{i}=0 \tag{4}
\end{equation*}
$$

and for each closed loop of the graph, $\ell=1, \ldots, L$,

$$
\begin{equation*}
\sum_{i=1}^{E} \alpha_{i} \frac{\partial A_{i}}{\partial k_{\ell}}=0 \tag{5}
\end{equation*}
$$

Notice that the conditions of Eq. (4) factorize, so for each Landau singularity, there is a subset $J \subseteq\{1, \ldots, E\}$, such that

$$
\begin{equation*}
A_{j}=0 \quad \text { for } j \in J, \quad \alpha_{k}=0 \quad \text { for } k \notin J . \tag{6}
\end{equation*}
$$

The conditions $A_{j}=0$ are on-shell conditions constraining the loop momenta. We say that the propagators indexed by $j \in J$ are cut. In the momentum-space integral Eq. (1), these conditions can be imposed by replacing the $A_{j}$ factors with corresponding delta functions [4], or by taking residues [5]. The result of this operation on the Feynman integral is a discontinuity called a cut integral, denoted by $\mathcal{C}_{J} I$.

In Feynman parameter space, we focus on the second equation of Eq. (6), the complement of the usual on-shell conditions, as the defining condition for the cut $\mathcal{C}_{J} I$. After rewriting the integral of Eq. (1) with the identity Eq. (3), one can integrate the loop momenta, leaving an integral over the Feynman parameters $\alpha_{i}$ as follows:

$$
\begin{align*}
\mathcal{I}= & \frac{\Gamma\left(\nu-\frac{L D}{2}\right)}{\prod_{i=1}^{E} \Gamma\left(\nu_{i}\right)} \int_{\alpha_{i} \geq 0} \mathrm{~d}^{E} \alpha \\
& \times \delta\left(1-\sum_{i \in S} \alpha_{i}\right)\left(\prod_{i=1}^{E} \alpha_{i}^{\nu_{i}-1}\right) \frac{\mathcal{U}^{\nu-(L+1) D / 2}}{\mathcal{F}^{\nu-L D / 2}}, \tag{7}
\end{align*}
$$

where $\mathcal{U}$ and $\mathcal{F}$ are the first and second Symanzik polynomials.

The Landau equations can be recast in terms of Feynman parameters as

$$
\begin{equation*}
\alpha_{k}=0 \quad \text { for } k \notin J, \quad \frac{\partial \mathcal{F}}{\partial \alpha_{j}}=0 \quad \text { for } j \in J, \tag{8}
\end{equation*}
$$

provided that $\mathcal{U} \neq 0$ [6].
Cuts and contours: The conditions $\alpha_{k}=0$ appear in the boundary of the domain of integration of Eq. (7). It was noted in [11] that the Landau conditions treat singular surfaces and boundaries on the same footing.

Our proposal is to interpret generalized cut integrals through modification of the integration contours of Eq. (7), eliminating the hyperplanes $\left\{\alpha_{k}=0\right\}_{k \notin J}$ as boundaries, in
favor of including the singular surface $\mathcal{F}=0$ as a boundary.

This interpretation is supported by the second Landau equation. At a singularity where $\mathcal{U} \neq 0$, the second equation of Eq. (8) indicates that the gradient of $\mathcal{F}$ is normal to the coordinate hyperplanes associated to the cut. In other words, the surface $\mathcal{F}=0$ is tangent to this set of hyperplanes. So it is plausible that crossing the singularity creates a new region bounded by $\mathcal{F}=0$ and the hyperplanes $\left\{\alpha_{k}=0\right\}_{k \notin J}$, which can be taken as a domain of integration for defining $\mathcal{C}_{J} \mathcal{I}$ as a parametric integral. We will make this idea more precise in the cases studied in the following sections.

The idea of using full-dimensional integration contours is related to constructing a basis of the homology group associated with a generalized hypergeometric function [12]. The integration contours are most properly constructed as twisted cycles, meaning that they include information about the choice of the Riemann sheet with respect to the multivalued integrand. In practice, to obtain the functions that interest us, it is sufficient to integrate in the usual way, employing dimensional regularization as needed.

Notation and conventions: We use the delta function in the parametric integral to restrict our attention to the hyperplane $H_{S}$ defined by $1-\sum_{i \in S} \alpha_{i}=0$. We denote the coordinate hyperplanes by $H_{i} \equiv\left\{\alpha_{i}=0\right\}$, the restriction of $\mathcal{F}=0$ to $H_{S}$ by $F$, and the integration region of the uncut integral by $\Delta$. Where integral formulas are given, it is to be understood that parameters such as $D$ are chosen to ensure convergence, for example through dimensional regularization.

Discontinuities and contours.-Let us examine the discontinuity of the Feynman integral in a general kinematic variable denoted by $s$. Here we interpret the discontinuity as the difference in the value of a function in approaching the real axis from opposite sides. More formally, a discontinuity is the change resulting from analytic continuation around a Landau variety, which can be treated with PicardLefschetz theory [5,11,13-16].

To see explicit discontinuities in mass and momentum invariants, we refer to the graphical definitions of the Symanzik polynomials,

$$
\begin{align*}
\mathcal{U} & =\sum_{T \in \mathcal{T}_{1}} \prod_{e_{i} \notin T} \alpha_{i}, \\
\mathcal{F} & =\mathcal{U} \sum_{i=1}^{E} \alpha_{i} m_{i}^{2}-\sum_{\left(T_{1}, T_{2}\right) \in \mathcal{T}_{2}}\left(\prod_{e_{i} \notin\left(T_{1}, T_{2}\right)} \alpha_{i}\right) q_{\left(T_{1}, T_{2}\right)}^{2}, \tag{9}
\end{align*}
$$

where $\mathcal{T}_{1}$ is the set of spanning trees of the Feynman graph and $\mathcal{T}_{2}$ is the set of spanning 2 -forests with connected components $T_{1}$ and $T_{2}$, in which $q_{\left(T_{1}, T_{2}\right)}$ is the momentum flowing between the connected components. Since the


FIG. 1. Integration domains of mass and momentum discontinuities of the scalar triangle (a) Discontinuity in $m_{3}^{2}$, (b) Discontinuity in $p_{3}^{2}$.
kinematic dependence is only in the polynomial $\mathcal{F}$, the discontinuity operation acts only on that factor.

For simplicity, suppose that there exists a region in the space of kinematic variables in which $\mathcal{F}$ is positive throughout the integration region $\Delta$, called a Euclidean region. Thus $\Delta$ is contained in the interior of $\mathcal{F}>0$.

The $i 0$ prescription in Eq. (2) can be associated to the kinematic invariants, and thus to $\mathcal{F}-i 0$, so that the discontinuity of $\mathcal{F}^{\lambda}$ is

$$
\begin{align*}
\operatorname{Disc}_{s}\left[\mathcal{F}^{\lambda}\right] & =(\mathcal{F}-i 0)^{\lambda}-(\mathcal{F}+i 0)^{\lambda} \\
& =-\theta[-\mathcal{F}][-\mathcal{F}]^{\lambda} 2 i \sin (\pi \lambda) \tag{10}
\end{align*}
$$

where $\theta$ is the unit step function. Inserting this expression into the integral, we see concretely from the factor $\theta[-\mathcal{F}]$ that $\mathcal{F}=0$ has effectively become a boundary of the integration region.

Mass discontinuities: The effect of a discontinuity operation on the integration region is most clearly seen in varying the mass of a single edge. Consider the example of a scalar triangle. See Fig. 1(a). As the value of $m_{3}^{2}$ is analytically continued from positive to negative values, $F$ crosses into the integration region at the point $H_{1} \cap H_{2}$, eliminating $H_{3}$ as a boundary.

Momentum discontinuities: Discontinuities in momentum invariants are less elementary. In multiloop integrals, it may be necessary to combine multiple cuts (multiple choices of cut edges) to reproduce the full discontinuity. Each cut diagram has a separate integration region. In our example of the scalar triangle, as $p_{3}^{2}$ crosses the normal threshold, where $F$ is tangent to $H_{3}$, the integration region bounded only by $F$ and $H_{3}$ appears, seen in Fig. 1(b) [17].

Relation of discontinuities to cuts: As noted above, discontinuities exist in a more general sense captured by Picard-Lefschetz theory, and they are represented by the full set of cuts even when the corresponding Landau singularities may not have solutions in real kinematics. For example, the functions expressing mass and momentum discontinuities may be analytically continued to other kinematic regions, or equivalently, computed directly in other regions via cut integrals. Cuts can be defined modulo


FIG. 2. Integration domains of an $n$-point one-loop integral in Euclidean kinematics, shown for $n=3$.
$i \pi$ in order to preserve invariance under analytic continuation. In the present discussion, the analytic continuation of cuts is derived from the analytic continuation of $\mathcal{F}$. For cuts to agree with discontinuities, we should normalize the contours by the factor $-2 i \sin [\pi(L D / 2-\nu)]$ from Eq. (10), where we have taken the value of $\lambda$ from Eq. (7). If $D$ is an even integer minus $2 \epsilon$, this factor is of order $\epsilon$.

One-loop cuts: For example, in a one-loop integral, integration domains can be continued back to the Euclidean region, as shown in Fig. 2. The cut integral $\mathcal{C}_{J} \mathcal{I}$ can be interpreted as the Feynman integral over the integration domain $\Gamma_{J}$ bounded by $F$ and $\left\{H_{k}\right\}_{k \notin J}$. In particular, the domain associated to the maximal cut is $\Gamma_{[n]}$, which is bounded only by $\mathcal{F}=0$. The choice of boundaries does not define the region uniquely. The tangency of $F$ to the hyperplanes seen from the second Landau equation implies that with the exception of $\Gamma_{[n]}$, we should take the integration domain of a cut integral to exclude $\Delta$ [18].

If cuts are defined such that they agree with discontinuities up to sign, and we assume single powers of propagators, then if $J \neq \emptyset$ and $D$ is an integer minus $2 \epsilon$,

$$
\begin{equation*}
\mathcal{C}_{J} \mathcal{I}=\frac{\sin (\pi \epsilon)}{\pi} \Gamma\left(n-\frac{D}{2}\right) \int_{\Gamma_{J}} \omega \mathcal{F}^{\frac{D}{2}-n}, \tag{11}
\end{equation*}
$$

where $\omega$ is the volume form induced on $H_{S}$ [19].
Maximal cuts.-We carry out some more checks of our proposal by evaluating maximal cuts in a few simple cases. A maximal cut is defined by setting $A_{j}=0$ for all $j$. None of the coordinate hyperplanes remain as boundaries of the integration region; the region for the maximal cut contour is bounded only by $F$. Maximal cuts of multiloop integrals are not necessarily unique.

One-loop integrals: The maximal cut of a scalar oneloop $n$-point integral with unit powers of propagators can


FIG. 3. Examples of two-loop graphs (a) Sunrise with one massive propagator, (b) Two-scale double-edged triangle.
be computed in generality. In Eq. (7), set $\nu_{i}=L=1$, and take $S=[n]$. The graph polynomials are $\mathcal{U}=\sum_{j=1}^{n} \alpha_{j}$, which is set to 1 by the delta function, and $\mathcal{F}=\sum_{i, j=1}^{n} Y_{i j} \alpha_{i} \alpha_{j}$, where the $Y_{i j}$ are entries of the modified Cayley matrix, $Y_{i j}=\frac{1}{2}\left[m_{i}^{2}+m_{j}^{2}-\left(q_{i}-q_{j}\right)^{2}\right]$.

It is convenient to introduce the $n$-vectors $\alpha=$ $\left(\alpha_{1}, \ldots, \alpha_{n}\right)^{T}$ and $e=(1, \ldots, 1)^{T}$. Let $Y$ be the symmetric matrix with entries $Y_{i j}$. Then $\mathcal{U}=e^{T} \alpha$ and $\mathcal{F}=\alpha^{T} Y \alpha$, and the maximal cut integral is

$$
\begin{align*}
& \int_{\alpha^{T} Y \alpha \geq 0} \mathrm{~d}^{n} \alpha \delta\left(1-e^{T} \alpha\right)\left(\alpha^{T} Y \alpha\right)^{\frac{D}{2}-n} \\
& \quad=\frac{1}{\sqrt{\operatorname{det} Y}}\left(e^{T} Y^{-1} e\right)^{\frac{n-D}{2}} \pi^{\frac{n-1}{2}} \frac{\Gamma\left(\frac{D}{2}-n+1\right)}{\Gamma\left(\frac{D-n+1}{2}\right)}, \tag{12}
\end{align*}
$$

which agrees with the analytic result of [11].
Sunrise with one massive propagator: For the scalar integral depicted in Fig. 3(b), we choose $S=\{1,2\}$ and set $\alpha_{1}=x, \alpha_{2}=1-x, \alpha_{3}=y$, where $\alpha_{3}$ is the parameter of the massive edge.

Then the graph polynomials are $\mathcal{U}=x(1-x)+y$, $\mathcal{F}=y\left[m^{2} y+\left(m^{2}-p^{2}\right) x(1-x)\right]$. Integrating $\mathcal{U}^{3-D / 2} \mathcal{F}^{D-3}$ between the two roots of $\mathcal{F}(y)$ produces a hypergeometric function, ${ }_{2} F_{1}$, whose argument is $1-p^{2} / m^{2}$. The remaining $x$ dependence is simply a factor $[x(1-x)]^{(D-4) / 2}$; integrating between the intersection points of the factors of $\mathcal{F}=0$ at $x=0$ and $x=1$ reproduces the known discontinuity in $p^{2}$, as given, for example, in [20].

In this example, there are two independent maximal cuts. It is interesting to note that both can be obtained by a suitable choice of contour bounded only by $F$. For example, we can obtain a second independent solution by integrating between $y=0$ and $y=\infty$, and then integrating over all values of $x$.

Double-edged triangle with massless propagators and two legs off shell: For the scalar integral depicted in Fig. 3(b), we choose $S=\{1,2\}$ and set $\alpha_{1}=x, \alpha_{2}=1-x, \alpha_{3}=y$, $\alpha_{4}=z$. Here there is only one maximal cut. The two factors of the polynomial $\mathcal{F}=-z\left[p_{3}^{2} y+p_{1}^{2} x(1-x)\right]$ create four unbounded regions of integration. Integrating over any of them gives the same result up to normalization, which is proportional to $\left[p_{3}^{2}\left(p_{3}^{2}-p_{1}^{2}\right)\right]^{(D-4) / 2}$ and agrees with the known result as given for example in [20].

Remark: Nonmaximal cuts of the integrals in Fig. 3 also agree with known results.

The decomposition theorem from the inclusion-exclusion principle.-A primary motivation of this work is the study of linear relations among cut integrals. For one-loop integrals, several such relations were analyzed in [11]. Of particular interest is the equivalence of an uncut $n$-point scalar integral to the sum of all its 1 -line and 2 -line cuts,

$$
\begin{equation*}
\sum_{j=1}^{n} \mathcal{C}_{\{j\}} \mathcal{I}+\sum_{\{j, k\} \subseteq[n]} \mathcal{C}_{\{j, k\}} \mathcal{I} \equiv-\epsilon \mathcal{I} \quad \bmod i \pi \tag{13}
\end{equation*}
$$

Here we are working in dimensional regularization and assuming that $D$ is an even integer minus $2 \epsilon$. This relation was derived from a decomposition theorem in the homology of Feynman integrals [13] showing that the singularity at infinite momentum can be exchanged for the singularities associated to cuts of edges. The singularity at infinity produces the term on the right-hand side of Eq. (13). In fact, the decomposition theorem involves the homology classes of all combinations of cut edges, not just single edges and pairs. The reason that they do not appear in Eq. (13) is that the relation is given modulo $i \pi$, consistent with defining cuts to be invariant under analytic continuation to different kinematics. Computed as residues or discontinutes, cuts of larger numbers of edges are accompanied by higher powers of $i \pi$ relative to the first two [21]. We can now give a version of this relation that is exact in the Euclidean region, from which it can be analytically continued to other regions as desired.

The derivation follows very simply from the inclusionexclusion principle applied to bounded regions. We refer again to Fig. 2. The set of integration domains $\Gamma_{J}$ with $J \neq \emptyset$, associated to cuts, is linearly independent. The domain $\Gamma_{\varnothing}=\Delta$ associated to the uncut integral can be expressed in terms of the others by an alternating sum, giving

$$
\begin{equation*}
\sum_{\not \subset K \subseteq[n]}(-1)^{n-|K|} \Gamma_{K}=\Gamma_{\varnothing} . \tag{14}
\end{equation*}
$$

Now we use this expression as an integration contour for the Feynman integral and recall Eq. (11). The sum on the left becomes the sum of all cuts times $\pi \csc (\pi \epsilon)$. This is the exact version of the relation Eq. (13) [22], before simplifying $\pi \csc (\pi \epsilon)$ to $1 / \epsilon$ and dropping the higher-order cuts by working modulo $i \pi$.

Thus a simple picture of one-loop cut relations emerges from the combinatorics of regions in parameter space. Beyond one loop, $F$ can exhibit more complicated behavior involving factorization or self-intersection, and as mentioned in the previous section, cuts are not always unique. Analytic continuation may change the number of integration regions. Nevertheless, there are indications of similarly
visible cut relations in simple multiloop cases. These issues and results will be presented in forthcoming work.

Summary and discussion.-In parametric space, cut integrals may be defined using integration domains bounded by the second Symanzik polynomial and the coordinate hyperplanes complementary to the set of cut edges. Maximal cuts are integrated over domains bounded only by the second Symanzik polynomial. These integral representations may further expand the utility of parametric techniques, including numerical treatments, and may simplify some aspects of analytic continuation by focusing on the graph polynomials. It would be interesting to consider these integration domains in the Lee-Pomeransky representation [23] and the Baikov representation [4,24].

A complete treatment of discontinuities should include second-type singularities involving the infinite limit of loop momentum. For one-loop integrals, the decomposition theorem relates them to first-type singularities described by cutting edges, and for simpler multiloop integrals there are apparently similar relations. Second-type singularities are associated to $\mathcal{U}=0$ [7,25], so this condition may play some role as a boundary as well. Alternatively, compactifying the full integration domain might improve the analysis of regions.

By using cut contours defined by their boundaries, we have been able to give a simple inclusion-exclusion picture underlying the relation of Eq. (13), lifting the relation to an equality rather than a congruence. It would be interesting to investigate similar relations at higher loop order, to see to what extent the one-loop relations can be applied to subgraphs, and to understand cut relations for nonpolylogarithmic Feynman integrals such as the ones found in [26]. More generally, the graphical structure of the Symanzik polynomials [27] could lead to recursive relations among cut integrals.

Our construction was inspired by the period matrix of generalized hypergeometric functions, for which a basis of integration contours that are dual to a basis of integrands related by integration-by-parts identities leads to an algebraic coaction $[28,29]$. It will be interesting to see if this representation of cut integrals sheds light on the diagrammatic coaction for Feynman integrals [20,30,31], which is based on a similar duality, or on the representation of Feynman integrals as generalized hypergeometric functions.

More broadly, the idea of identifying discontinuities as integrals over full-dimensional algebraic varieties might find application in other classes of functions, such as complete amplitudes in which some of the singularities of individual Feynman integrals have canceled out. In contexts where loop amplitudes are computed as volumes of some geometry (e.g., [32-34]), it would be interesting to see whether cuts are also volumes, and to explore the nature of those geometries.
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