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Abstract Spin correlations in the production of top-antitop
quark (t t̄) pairs at the Large Hadron Collider (LHC) are an
experimentally verified prediction of the Standard Model.
In this paper, we compute the full spin density matrix for
t t̄ Z production at next-to-leading order precision in QCD,
for center-of-mass energies of 13 and 14 TeV. We find that
the additional emission of a Z boson leads to significantly
different spin correlations with respect to the t t̄ case, and
induces small longitudinal polarisations of the top quarks.
We further propose an analysis strategy that could lead to
the observation of spin correlations in t t̄ Z events at the end
of Run 3 of the LHC, or possibly earlier by combining the
ATLAS and CMS datasets. In addition, we show that the
pure angular information contained in the spin density matrix
provides novel constraints on the dimension-6 effective field
theory operators relevant to the t-Z interaction, without any
reference to the total production rates.
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1 Introduction

The top quark is the only quark in the standard model (SM)
to decay on a timescale shorter than that of strong interac-
tions. As a consequence, the top quark can be treated as a
bare quark and its fundamental quantum properties probed
through sensitive observables built from its decay products.
In high energy particle colliders, tops are most frequently
produced in pairs of top-antitop quarks (t t̄) and it is there-
fore possible to measure the correlation between the spins
of the t and t̄ , as well as their individual polarisations. At
the LHC, spin correlation in t t̄ events were first observed
by the ATLAS experiment in Ref. [1], and both the ATLAS
and CMS experiments have presented measurements of t t̄
spin correlations and top polarisations in multiple final states
[2–8]. A recent ATLAS analysis [5] originally reported a
deviation in their measurement of spin correlations, based
on a SM prediction at NLO accuracy in QCD. This result
has been extensively discussed, and compared to dedicated
calculations both at NLO QCD including electroweak effects
[9,10], and at NNLO QCD [11,12].

With the current level of experimental precision, such
measurements are becoming powerful probes of the SM,
particularly relying on the excellent identification and recon-
struction of charged leptons at the ATLAS and CMS exper-
iments. Within the framework of the Standard Model Effec-
tive Field Theory (SMEFT), which provides a model-
independent and systematic categorisation of any effects
from possible new physics at higher energies, these precise
angular measurements have been shown to provide additional
sensitivity to certain SMEFT operators related to t t̄ produc-
tion [4,13]. In this paper, we turn our attention to the case
of top-antitop-quark pair production in association with a Z
boson (t t̄ Z ) and show that the top-Z coupling induces sig-
nificantly different spin correlations.

The most recent results of t t̄ Z cross section measurements
by the ATLAS collaboration at 139.1 fb−1 [14] and the CMS
collaboration at 77.5 fb−1 [15] show a good experimental
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agreement of the inclusive rate with the NLO QCD and elec-
troweak corrections calculation of Ref. [16] (based on Ref.
[17]), as well as the more recent state-of-the-art predictions
at NLO QCD + NNLL accuracy and matched to the complete
NLO results [18,19]. These two analyses also provide the first
t t̄ Z differential cross section measurements in a number of
key observables, including kinematics of the Z boson. How-
ever, none of these observables can be directly re-interpreted
as a measure of the amount of correlation between the spins
of the top quarks after emission of the Z boson. The CMS
paper [15] further presents a re-interpretation of its results
in the context of the SMEFT, drawing exclusion power from
both the rate and shape information. We shall argue here
that angular distributions built from the decay products of
the top quarks provide complementary sensitivity to exist-
ing approaches and, crucially, without relying on any binned
cross section dependence. The use of multiple additional nor-
malised differential distributions allows us to extract more
information from a given measurement while keeping statis-
tical correlations low, and could eventually help isolate the
contributions of individual SMEFT operators.

This paper is structured as follows: in Sect. 2, we briefly
review the spin density matrix formalism, highlighting the
connection between its components and specific angular
observables. We then provide predictions at NLO QCD pre-
cision, assuming the SM. In Sect. 3, we propose an analysis
strategy to perform a template fit to selected angular distri-
butions and observe spin correlations in t t̄ Z events. We esti-
mate the current experimental sensitivity using the full LHC
Run 2 data, and extrapolate it according to several scenar-
ios, including higher center-of-mass energies and integrated
luminosities. Finally, we show in Sect. 4 that departures from
our SM predictions can be reframed in the SMEFT in terms
of the higher-dimension operators involved in the anomalous
t-Z coupling. We conclude in Sect. 5.

2 Spin density matrix

Following the formalism of Ref. [20], we recall that hadronic
t t̄ production in the narrow-width approximation depends on
a spin density matrix R, decoupled from the decay of the top
quarks (which is hereafter assumed to proceed entirely via
t → Wb). In the spin spaces of t and t̄ (indexed as + and −
respectively), the matrix R is

R ∝ A1 ⊗ 1 + B+
i σ i ⊗ 1 + B−

i 1 ⊗ σ i + Ci jσ
i ⊗ σ j .

(1)

While the function A encodes the t t̄ cross section and parton
kinematics, the 3-vectors B± represent the top polarisations
and the 3×3 matrixC the correlation between the spins of the
top and anti-top quarks. To define these three axes, we adopt

the basis of Ref. [20]: taking k̂ as the top-quark direction in
the t t̄ centre-of-mass frame and p̂ as the direction of one of
the incoming proton beams in the laboratory frame, we have

y = p̂ · k̂, r =
√

1 − y2,

r̂ = sign(y)

r

(
p̂ − yk̂

)
, n̂ = sign(y)

r

(
p̂ × k̂

)
, (2)

and
{
r̂, k̂, n̂

}
is a right-handed orthonormal basis. The extra

factor of sign(y) in the definitions of r̂ and n̂ breaks the Bose
symmetry of the gg initial state by identifying a forward
direction and ensures non-zero values of the relevant spin
density matrix elements.

The polarisation vector B± can now be expressed in terms
of three functions b±

i , which depend on the center-of-mass
energy

√
s of the proton-proton collision and the top-quark

scattering angle y:

B± = b±
r r̂ + b±

k k̂ + b±
n n̂. (3)

At leading order and in the absence of extra quarks in the final
state, CP-invariance implies that b+

i = b−
i . The b±

r and b±
k

components induce a longitudinal polarisation of the top and
anti-top quarks, while b±

n leads to a transverse polarisation;
however, under a T-transformation b±

n (y) → −b±
n (y), such

that b±
n must vanish at tree-level in QCD.

Similarly, the spin correlation matrix C can be expanded
in terms of the basis (2) as

C = crr r̂r̂� + ckk k̂k̂� + cnn n̂n̂�

+ crk
(
r̂k̂� + k̂r̂�)

+ ckn
(
k̂n̂� + n̂k̂�)

+ crn
(
r̂n̂� + n̂r̂�)

+ cr
(
k̂n̂� − n̂k̂�)

+ ck
(
n̂r̂� − r̂n̂�)

(4)

+ cn
(
r̂k̂� − k̂r̂�)

, (5)

where the components ci and ci j are again functions of
√
s

and y. The three antisymmetric cross-correlations (cr , ck and
cn) are sourced by CP-violation and therefore suppressed in
the SM, while two of the symmetric ones (ckn and crn) only
appear in mixed QCD-weak 1-loop corrections and are also
very small. On the other hand, crk and the three diagonal
correlations (crr , ckk and cnn) are all C-,CP- and CPT-even,
and therefore significantly non-zero at LO in QCD1.

2.1 Relation to angular observables

Given two unit vectors ψ̂+ and χ̂−, corresponding to the
direction of flight of two visible decay products of the top and

1 As is of course the A function of Eq. (1).
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anti-top quarks in their respective rest frames, we can express
the normalised four-fold angular distributions in terms of the
polarisation vectors B± and the spin correlation matrix C as
[13]:

1

σ

dσ

dΩ+dΩ−
= 1

(4π)2

(
1 + κψB+ · ψ̂+ + κχB− · χ̂+

− κψκχ ψ̂+ · C · χ̂−
)
, (6)

where dΩ± = dcos θ±dφ defines a solid angle in polar coor-
dinates. The pre-factors κ are known as “spin analysing pow-
ers” and provide a measure of the extent to which the spin
information is diluted through the V − A structure of the
top quark decay [21]. The spin analysing power of charged
leptons is κ
 = 1 at tree-level (and receives NLO QCD cor-
rections below the per-mill level). While for up-type and
b-quarks it is much smaller, we note that κd ∼ 0.97 such
that one might be tempted to consider the light down-type
jets from a hadronic W boson decay as well. One strategy
proposed before in Ref. [21] is to consider the dominant
W+ → cs̄ hadronic mode and apply a c-tagger to identify
the s̄-jet. Due to the current low efficiency of c-taggers (com-
plicated by the presence of additional b-jets in the event), no
experimental t t̄ analysis has yet put this approach to fruition2;
meanwhile the t t̄ Z production rates, almost three orders of
magnitude smaller, clearly do not allow for the luxury of a
W+ → cs̄ selection if any hope of statistical precision is to
be retained.

We therefore take ψ̂+ = �̂+ and χ̂− = �̂− (with 
 =
e, μ, τ ). For a choice of reference axes â and b̂ amongst{
r̂, k̂, n̂

}
, we define:

cos θ+ = �̂+ · â, cos θ− = −�̂− · b̂. (7)

Using the definitions (7), integrating out the azimuthal
angles in Eq. (6) and separating it into single-differential
cross sections yields the following three relations between
angular observables and parameters of B± and C :

2 We note that the early ATLAS analysis [22] attempts such a measure-
ment of t t̄ spin correlations in the 
+jets channel, but is strongly limited
by the absence of c-tagging, relying instead on a 2D map of b-tagging
weights versus pT.

1

σ

dσ

dcos θ i±
= 1

2

(
1 + b±

i cos θ i±
)

(8)

1

σ

dσ

dcos θ i+ cos θ i−
= 1

2

(
1 − cii cos θ i+ cos θ i−

)

× ln
(
|cos θ i+ cos θ i−|−1

)
(9)

1

σ

dσ

dζ
= 1

2

(
1 − Ci j ± C ji

2
ζ

)
arccos|ζ |

with: ζ = cos θ i+ cos θ
j
− ± cos θ

j
+ cos θ i− (i �= j)

(10)

While it is possible to fit the normalised differential dis-
tributions (8)-(10) to their functional form in order to extract
the relevant polarisation and spin coefficients, one can also
take the expectation value of any of these observables ξ to
determine B± and C :

〈ξ 〉 = 1

σ

∫
dσ ξ , B± = 3〈ξ 〉, C = −9〈ξ 〉. (11)

An additional observable can be defined that exhibits sensi-
tivity to the diagonal elements of the spin correlation matrix:

cos ϕ = �̂+ · �̂−, (12)

for which the normalised differential distribution obeys:

1

σ

dσ

d cos ϕ
= 1

2
(1 − D cos ϕ) , (13)

and D = − 1
3 Tr C . This coefficient can similarly be obtained

by taking the expectation value of the opening angle distri-
bution, as D = −3〈cos ϕ〉.

2.2 Predictions at NLO QCD

In order to access the detailed kinematics of the top quarks
and Z bosons, as well as those of their decay products, we
use the MadGraph 2.8.1 generator [23] in NLO+PS mode,
interfaced to Pythia 8.244 [24]. We generate ten million t t̄ Z
events at NLO precision in QCD, using the NNPDF3.0 PDF
set [25] in the five-flavour scheme and with the following
parameters:

m(t) = 172.5 GeV, Γt = 1.3197 GeV,

m(W ) = 80.399 GeV, ΓW = 2.085 GeV,

m(Z) = 91.1876 GeV, ΓZ = 2.4952 GeV,

GF = 1.16637 × 10−5 GeV−2, αs(mZ ) = 0.118,

μR = μF = mt + mZ .

We use MadSpin [26,27] to decay the t t̄ system to its
semi- or di-leptonic final state, explicitly setting the parame-
ter spinmode to the value madspin in order to retain the
full spin correlations. A second, statistically independent t t̄ Z
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Table 1 Spin correlation, cross-correlation and top polarisation coef-
ficients in the SM, extracted at LO and NLO QCD precision for t t̄ Z
events at

√
s = 13, 14 TeV. The central values correspond to a choice of

scales μR = μF = mt +mZ , while the standard deviations reflect both

the Monte Carlo statistical uncertainties and variations of the scales (as
described in the text). The fourth and sixth columns display the results
of a similar calculation in t t̄ events at mixed NLO QCD and electroweak
precision (“NLOW"); these numbers are quoted from Ref. [20]

Coefficient t t̄ Z LO t t̄ Z NLO t t̄ NLOW t t̄ Z NLO t t̄ NLOW
13 TeV 13 TeV 13 TeV 14 TeV 14 TeV

crr − 0.207 ± 0.007 − 0.198 ± 0.009 0.071 ± 0.008 − 0.190 ± 0.009 0.072 ± 0.008

ckk − 0.197 ± 0.013 − 0.193 ± 0.009 0.331 ± 0.002 − 0.182 ± 0.009 0.331 ± 0.002

cnn − 0.125 ± 0.003 − 0.117 ± 0.005 0.326 ± 0.002 − 0.118 ± 0.005 0.325 ± 0.002

crk − 0.163 ± 0.003 − 0.173 ± 0.007 − 0.206 ± 0.002 − 0.180 ± 0.007 − 0.204 ± 0.004

ckn 0.000 ± 0.003 0.012 ± 0.006 � 2 × 10−3 − 0.001 ± 0.006 � 2 × 10−3

crn 0.003 ± 0.003 − 0.004 ± 0.006 � 1 × 10−3 0.006 ± 0.006 � 1 × 10−3

cr 0.008 ± 0.003 0.007 ± 0.007 � 1 × 10−3 − 0.004 ± 0.007 � 1 × 10−3

ck − 0.003 ± 0.003 0.003 ± 0.006 � 1 × 10−3 0.001 ± 0.006 � 1 × 10−3

cn 0.001 ± 0.003 0.005 ± 0.007 � 1 × 10−3 − 0.008 ± 0.007 � 1 × 10−3

b+
r 0.058 ± 0.003 0.055 ± 0.002 � 2 × 10−3 0.055 ± 0.002 � 2 × 10−3

b−
r 0.060 ± 0.003 0.055 ± 0.002 � 2 × 10−3 0.057 ± 0.002 � 2 × 10−3

b+
k − 0.069 ± 0.002 − 0.077 ± 0.002 � 4 × 10−3 − 0.077 ± 0.002 � 4 × 10−3

b−
k − 0.071 ± 0.002 − 0.076 ± 0.002 � 4 × 10−3 − 0.074 ± 0.002 � 4 × 10−3

b+
n − 0.001 ± 0.001 0.001 ± 0.002 � 3 × 10−3 0.001 ± 0.002 � 3 × 10−3

b−
n 0.001 ± 0.001 0.001 ± 0.002 � 3 × 10−3 − 0.001 ± 0.002 � 3 × 10−3

sample is generated in the exact same way but for this param-
eter, now set to none. These samples are hereafter referred
to as “spin-on” and “spin-off”.

We construct the normalised differential distributions
from Eqs. (8)–(10). From the properly weighted expectation
values of these distributions, the three diagonal spin correla-
tion, six cross-correlation and six top polarisation coefficients
are determined and reported in Table 1, for a center-of-mass
energy

√
s = 13 TeV. A single uncertainty is quoted on each

extracted component of the spin density matrix, correspond-
ing to the sum in quadrature of the Monte Carlo statistical
uncertainty as well as up and down variations of the renor-
malisation and factorisation scales (μR and μF ). Following
the usual convention of the ATLAS and CMS collaborations,
we consider μR = {0.5, 2} × μ0, μF = {0.5, 2} × μ0 and
μR = μF = {0.5, 2} × μ0 as three independent sources
of theoretical uncertainty, where μ0 = mt + mZ . For most
coefficients, except crr and ckk , the total scale uncertainty
is largely subdominant with respect to the statistical uncer-
tainty on the generated Monte Carlo sample. Uncertainties
arising from the PDF are known to have a negligible impact
[14,15], compared to the above scale uncertainties, and are
not considered here. In order to ease the comparison between
our predictions for the t t̄ Z spin density matrix and the pre-
vious results for the t t̄ case, we also include in Table 1 the
mixed NLO QCD and electroweak (“NLOW”) calculations
from Tables 7 and 8 of Ref. [20].

The three diagonal spin correlation coefficients (crr , ckk
and cnn) are all non-zero in both t t̄ and t t̄ Z events, but adopt
radically different values. While at tree-level the ckk coeffi-
cient is mostly driven by the qq̄ → t t̄ Z diagrams (where the
Z boson can be radiated in the initial state), both crr and cnn
are found to be more sensitive to the gluon-initiated chan-
nel (where the Z boson is necessarily emitted from one of
the top quarks). All three coefficients receive small positive
corrections at NLO, from the opening of the mixed qg ini-
tial state. The contribution of qq̄- and qg-initiated diagrams
to the t t̄ Z process is slightly higher than for t t̄ , since the Z
boson couples more strongly to down-type quarks.

As is the case for t t̄ and as was argued at the beginning
of Sect. 2, all cross-correlation coefficients are suppressed in
the SM, except for crk . The transverse top polarisations b±

n
are similarly compatible with zero and in agreement with the
t t̄ predictions. However, the emission of the Z boson from
either the top or anti-top quark induces a small longitudinal
polarisation which is reflected in non-zero b±

r and b±
k coeffi-

cients. While this effect is much smaller than the size of the
spin correlations, it could, once future t t̄ Z measurements
have reached the necessary precision, be used as a further
handle on hypothetical CP-violating t-Z couplings.

In Table 1, we also report the results of the same calcu-
lation at a higher center-of-mass energy of

√
s = 14 TeV.

As was the case for t t̄ in Ref. [20], we find figures consis-
tent with those quoted at

√
s = 13 TeV, within uncertainties.

Using the alternative “spin-off” sample, we verified that all

123



Eur. Phys. J. C (2021) 81 :809 Page 5 of 11 809

the coefficients of the resulting t t̄ Z spin density matrix were
compatible with zero, as expected. Results are further pre-
sented at LO QCD precision for

√
s = 13 TeV only, and

found to be close to the NLO QCD values.

3 Towards an observation of spin correlation in t t̄ Z
events at the LHC

We now turn to the potential of the ATLAS and CMS exper-
iments to measure the coefficients of the t t̄ Z spin density
matrix in LHC data. In Sect. 3.1, we briefly summarise the
current experimental precision and consider the possibility
of a proxy observable sensitive to an overall “fraction of
SM-like spin correlation”, fSM. In Sect. 3.2, we show that,
according to our evaluation, current LHC Run 2 t t̄ Z measure-
ments would only be able to show evidence (at the 3σ level)
of spin correlations if the full spin density matrix is measured
together with the highly sensitive cos ϕ observable. We then
make projections for future runs of the LHC, and find that an
observation (5σ ) can be made with the combined Run 2 and
Run 3 datasets.

3.1 Observables and experimental uncertainties

Recent measurements of the inclusive and differential t t̄ Z
cross section by the ATLAS and CMS collaborations [14,15]
are performed exclusively in the trilepton (3
) and tetralep-
ton (4
) channels, where the t t̄ system decays semi- and
di-leptonically, respectively. The di-leptonically decaying
t t̄ in the tetralepton final state may be used for measure-
ments of spin correlation and polarisaton, whereas the semi-
leptonically decaying t t̄ can only be used for polarisation
measurements. These multi-lepton selections ensure a high
purity of signal events as well as an accurate reconstruction of
key kinematic observables due to the excellent reconstruc-
tion of electrons and muons in both the ATLAS and CMS
detectors.

The ATLAS analysis [14] uses the full LHC Run 2 dataset,
corresponding to an integrated luminosity of 139.1 fb−1, and
reports about 430 t t̄ Z events in their 3
 selection and about
90 events in their 4
 selection. The CMS analysis [15], on
the other hand, only uses the dataset collected during the
2016-2017 period and amounting to an integrated luminos-
ity of 77.5 fb−1. Their higher signal acceptance provides
them with almost 400 t t̄ Z events in the 3
 channel and
about 60 events in the 4
 one. It is therefore reasonable to
assume that a legacy Run 2 analysis, benefiting from more
constrained backgrounds and higher acceptances, could pro-
vide 500 signal events (with reconstructed top quarks) in the
trilepton final state, and 100 signal events in the tetralep-
ton final state. We therefore derive our expected statistical
uncertainties based on the assumption that 100 events can be

used to determine the spin correlation and cross-correlation
coefficients, and 600 events for the individual top polarisa-
tion coefficients.3 From the ATLAS measurement [14], and
in particular the normalised differential cross section dis-
tribution for |�φ(
+

t , 
−
t̄ )| and pT(t t̄) in the 4
 parton-level

fiducial volume (Figures 14b, 14d, 15b and 15d of Ref. [14]),
we estimate that an 8% total systematic uncertainty can be
assigned to each of 4 bins (equally dividing the range [−1, 1])
for all the angular distributions we consider in this study.

The |�φ(
+
t , 
−

t̄ )| observable, the opening angle between
the two charged leptons from the decay of the t t̄ system in
the laboratory frame, was considered as a proxy observable
in the ATLAS [5] and CMS [4] measurements of spin corre-
lation in dileptonic t t̄ events. A clear difference in shape was
exhibited between Monte Carlo templates with and without
SM-like spin correlations. This observable does not require
the full reconstruction of the t t̄ system, which in the dilep-
ton final state is necessarily an underconstrained problem
(since one must solve for the two neutrino momenta using
the single quantity that is the missing transverse energy in
the event). In Fig. 1, we show the corresponding distribution
constructed from t t̄ Z events in the 4
 final state. The bottom
panel of Fig. 1, displaying the ratio of the spin-on to spin-off
hypotheses, clearly does not exhibit the strong monotonic
slope observed in Ref. [5], and therefore |�φ(
+

t , 
−
t̄ )| can

no longer be considered a viable proxy observable. This is
due to the additional radiation of the Z boson from either the
initial or the final state, disrupting the balance of the nominal
t t̄ event and washing out the spin information in the labora-
tory frame. Full reconstruction of the t t̄ system is therefore
required in order to access the elements of the spin density
matrix, and the cos ϕ observable (defined by Eq. (12) and
relying on boosts of the leptons to the rest frames of their
parent top quarks) becomes accessible. Fig. 2 shows its cor-
responding distribution in 4
 t t̄ Z events, where the linear
slope induced by the presence of non-zero spin correlations
and predicted by Eq. (13) makes it an ideal candidate for a
template fit.

3.2 Template fit and extrapolations

Using the two Monte Carlo samples described in Sect. 2.2,
we can produce for any observable O two predictions at
NLO accuracy in QCD, one taking into account SM-like spin
correlations (Ospin−on) and one neglecting them completely
(Ospin−off ). We now turn to the extraction of a single param-
eter of interest fSM from template fits to various choices of
{O}, writing:

3 The dependence of the results presented in Fig. 4 on this assumption
of events statistics was tested: we found that the results were only sig-
nificantly degraded if our assumption was an overestimation by 33% of
the real number of events achievable

123



809 Page 6 of 11 Eur. Phys. J. C (2021) 81 :809

Fig. 1 Normalised distribution of |�φ(
+
t , 
−

t̄ )| in 4
 t t̄ Z events,
under the assumption of SM-like (orange) and no spin correlations
(blue). In the bottom panel, the orange error bars and the blue error
band represent the Monte Carlo statistical uncertainties on these two
distributions. The orange error band further corresponds to the scale
uncertainty obtained by varying μR and μF together by a factor of 2

Fig. 2 Normalised distribution of cos ϕ in 4
 t t̄ Z events, under the
assumption of SM-like (orange) and no spin correlations (blue). In the
bottom panel, the orange error bars and the blue error band represent
the Monte Carlo statistical uncertainties on these two distributions. The
orange error band further corresponds to the scale uncertainty obtained
by varying μR and μF together by a factor of 2

O = fSM · Ospin−on + (1 − fSM) · Ospin−off . (14)

We use EFTfitter [28], based on the Bayesian Analysis
Toolkit BAT.jl package [29], to perform the template fit
in the context of Bayesian statistics. A flat prior is set for
fSM, and we construct a pseudo-dataset in the 4
 final state,
according to the Ospin−on template. Considering four bins of
equal width in the range [−1, 1] for the observable cos ϕ, we
assume the statistical and systematic uncertainties (as defined
in the previous section) on this pseudo-measurement to fol-
low a Gaussian distribution; statistical correlations between

bins are taken into account in the model. Based on our previ-
ously discussed assumptions for a suitable Run 2 measure-
ment, we determine a 90% credibility interval for fSM to
be [0.12, 1.88]. The associated Bayes factor, quantifying the
rejection of the null (no-spin) hypothesis, is 1.44; accord-
ing to the qualitative classification of Ref. [30], this is only
“anecdotal evidence” in favour of non-zero t t̄ Z spin corre-
lations. If one repeats the template fit, but this time consid-
ering only the extracted coefficients of the full spin density
matrix, a tighter interval of [0.24, 1.76] is found – with a
corresponding Bayes factor of 3.83, this is now “substantial
evidence” against the null hypothesis. Only by combining
these two sources of information (the normalised differential
distribution of cos φ and the 3 + 6 + 6 spin correlation and
top polarisation coefficients) do we achieve a 90% credibility
interval of [0.46, 1.54], and a Bayes factor of 13.5 or “strong
evidence” (comparable to the 3σ level of statistical signif-
icance in the frequentist approach commonly employed in
both the ATLAS and CSM collaborations).

Having defined these three possible template fits to fSM,
we explore further scenarios. Assuming datasets with inte-
grated luminosities of 300 fb−1 and 3000 fb−1 are to be col-
lected during Run 3 and the entirety of HL-LHC operations
respectively, we scale the expected t t̄ Z event yields appro-
priately. Based on the calculations of Ref. [16], the inclusive
t t̄ Z cross section increases with the center-of-mass energy,
by a factor of ∼ 1.21 when going from

√
s = 13 TeV to√

s = 14 TeV. We assume that data taking during both Run 3
and HL-LHC will be at

√
s = 14 TeV, and consider this cross

section enhancement in our estimations. We further consider
a scenario where the Run 2 and Run 3 measurements are
combined, and one where the HL-LHC measurement even-
tually benefits from systematic uncertainties reduced by a
factor of two. The resulting 90% Bayesian credibility inter-
vals on fSM are presented in Table 2 and Fig. 3, while the
corresponding Bayes factors are shown in Fig. 4. At the level
of the combination of the Run 2 and Run 3 measurements
of both the full spin density matrix and the cos ϕ observ-
able, a meaningful claim for an observation of spin correla-
tions in t t̄ Z events can be made (the 5σ “golden standard" in
high energy physics frequentism). Should the legacy ATLAS
and CMS Run 2 t t̄ Z analyses exceed our expectations, their
combination would achieve this milestone before the end of
Run 3.

4 SMEFT interpretation

The popular framework of the SMEFT extends the SM
Lagrangian as [31]

LSMEFT = LSM +
∑
d>4

L(d), L(d) =
nd∑
i=1

C (d)
i

Λd−4Q
(d)
i , (15)
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Table 2 90% credibility intervals on fSM, according to the various
scenarios described in the text of Sect. 3.2. Here, “HL-LHC ⊕" refers
to the HL-LHC setup with improved systematic uncertainties

Scenario cos ϕ C/B± full
only only information

Run 2 [0.12, 1.88] [0.24, 1.76] [0.46, 1.54]

Run 3 [0.17, 1.84] [0.37, 1.62] [0.58, 1.43]

Run 2 + Run 3 [0.20, 1.82] [0.49, 1.52] [0.66, 1.33]

HL-LHC [0.42, 1.58] [0.58, 1.43] [0.68, 1.31]

HL-LHC ⊕ [0.58, 1.43] [0.74, 1.26] [0.82, 1.18]

Fig. 3 Comparison of the 90% credibility intervals on fSM, according
to the various scenarios described in the text of Sect. 3.2

building d-dimensional operators Q(d)
i from the usual SM

fields, to which a Wilson coefficient C (d)
i is associated as

well as suitable power of the cutoff scale Λ. The number of
such operators, nd , is known up to d = 8; the development
of appropriate numerical tools in recent years now allows
for a detailed study of SMEFT phenomenology at the LHC

up to d = 6 in the Warsaw basis. In this work, we con-
sider only contributions from L(6), since L(5) is well known
to include baryon- and lepton-number violating operators,
while higher order operators are Λ-suppressed. We further
adopt the conventional choice of scale Λ = 1 TeV, such that
our numerical results can straightforwardly be recast to a
different scale or interpreted as limits on the dimensionful
coefficients C̃i ≡ Ci/Λ

2 in units of TeV−2.
In Sect. 4.1, we define the SMEFT operators relevant to

the t t̄ Z interaction vertex and their relation to the anomalous
coupling formalism. The setup of our calculation is detailed
in Sect. 4.2, and the results of fits to the angular observables of
Sect. 2.1 are presented in 4.3. Disregarding information about
the total production rates entirely, we find new sensitivity
to these SMEFT operators in some of the spin correlation
observables.

4.1 Formalism of the top-Z interaction

The coupling of the top quark to the electroweak bosons and
the gluon can be described with the following operators [32]:

Q(i j)
uG =

(
q̄iσ

μνT Au j

)
ϕ̃GA

μν,

Q(i j)
uB = (

q̄iσ
μνu j

)
ϕ̃Bμν,

Q(i j)
uW =

(
q̄iσ

μντ I u j

)
ϕ̃W I

μν,

Q(i j)
ϕu =

(
ϕ†←→i Dμϕ

) (
ūiγ

μu j
)
,

Q1(i j)
ϕq =

(
ϕ†←→i Dμϕ

) (
q̄iγ

μq j
)
,

Q3(i j)
ϕq =

(
ϕ†←→i D I

μϕ
) (

q̄iγ
μτ I q j

)
, (16)

Fig. 4 Evolution of the Bayes factor K characterising the rejection of
the no-spin hypothesis for the various scenarios described in the text of
Sect. 3.2. The qualitative description for various ranges of K is taken
from Ref. [30]; the ones in bold correspond to the 3σ and 5σ frequentist

standards. The rightmost blue marker is omitted from the Figure, as we
find log10 K � 2, indicating that this particular scenario corresponds to
a precision measurement of fSM and clearly rejects the null hypothesis
(absence of t t̄ Z spin correlations)
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employing the notation of Ref. [33] where flavour indices are
labelled by i j ; left-handed quark doublets are denoted q and
right-handed singlets u, d; τ I and T A ≡ λA/2 are the Pauli
and Gell-Mann matrices respectively; the Higgs doublet is ϕ

and ϕ̃ ≡ iτ 2ϕ.
We then consider the degrees of freedom listed below,

and built from the Wilson coefficients corresponding to the
dimension-6 operators of (16):

ctG ≡ Re
{
C (33)
uG

}
,

ct Z ≡ Re
{
− sin θWC (33)

uB + cos θWC (33)
uW

}
,

c3
ϕQ ≡ C3(33)

ϕq ,

c−
ϕQ ≡ C1(33)

ϕq − C3(33)
ϕq ,

cϕt ≡ C (33)
ϕu , (17)

where θW is the Weinberg angle. We do not consider the
imaginary counterparts to ctG and ct Z here, in order to
restrain our interpretation to CP-even EFT effects. Further-
more, we do not include the four-quark operators that would
otherwise enter in t t̄ Z production, as these can better be con-
strained in t t̄ measurements, and we neglect contributions
from off-shell t t̄ +

 production, including operators of the
form

(

̄ Γ 


) (
t̄ Γ t

)
.4 We choose to focus in this paper on

the operators listed in (17), which have previously formed
the basis of the ATLAS [35] and CMS [15,36,37] t t̄ Z EFT
interpretations, and leave to future work the exhaustive study
of all SMEFT contributions to t t̄ Z spin correlations, includ-
ing one-loop EFT and CP-odd effects.

Writing the generic Lagrangian for the t t̄ Z vertex [38–40],

Lt t̄ Z = eū (pt )
[
γ μ

(
C1,V + γ5C1,A

)

+ iσμνqν

mZ

(
C2,V + iγ5C2,A

)]
v (pt̄ ) Zμ, (18)

with qν ≡ (pt − pt̄ )v , the set of Wilson coefficients above
can be translated into anomalous couplings [41]

C1,V = CSM
V + v2

2Λ2 sin θW cos θW
Re

{
−cϕt − c−

ϕQ

}
,

C1,A = CSM
A + v2

2Λ2 sin θW cos θW
Re

{
−cϕt + c−

ϕQ

}
,

C2,V =
√

2v2

2Λ2 sin θW cos θW
ct Z ,

C2,A =
√

2v2

2Λ2 sin θW cos θW
cIt Z , (19)

4 In the phase-space |m

 −mZ | ≤ 10 GeV commonly defined in both
ATLAS and CMS analyses, these operators do not interfere with the
SM and only enter at O (

Λ−4
)

[34].

where cIt Z is the imaginary counterpart to ct Z and v ≈
246 GeV is the Higgs vev. The weak magnetic and electric
dipole moments of the top quark,C2,V andC2,A respectively,
are both highly suppressed in the SM [38,40]. The latter is
CP-violating and can therefore be sourced by cIt Z , though we
choose to ignore such effects here. The CMS collaboration
in particular reports limits on anomalous couplings [15,36].

4.2 Setup of the reinterpretation

We generate a Monte Carlo sample of 10 million t t̄ Z events at
parton-level with MadGraph and Pythia 8, using the same
parameters as in Sect. 2.2 but including the dim6top_LO
UFO model [42] and reducing the precision to LO QCD. We
then use the reweighting module of MadGraph [43] to probe
multiple values of the five Wilson coefficients listed in Eq. 17.
Only single insertions are allowed at the amplitude level in
t t̄ Z production. The dependence of a generic observable O
(e.g. an inclusive or differential cross section, or in our case
an expectation value) on a set of EFT operators associated to

Wilson coefficients
{
C̃i

}
can be parameterised quadratically

as:

O = OSM +
∑
i

C̃i Ai +
∑
i, j

C̃i C̃ j Bi j , (20)

such that our reweighting approach allows us to readily
extract the SM-EFT interference terms Ai and pure EFT
terms Bi j . When building the normalised differential distri-
butions corresponding to the angular observables, we divide
the SMEFT prediction in each bin, dσ

dXi , by the integral over

all bins,
∑

i
dσ

dXi . In this way, only the shape effects induced
by the EFT component come into play, and not the abso-
lute cross section. Since the latent SM prediction for each
observable, OSM, is only at LO precision in QCD, we adopt
the convention of the LHC Top Working Group and apply
an overall rescaling O → O × Obest

SM /OSM to the best avail-
able SM prediction (for the purposes of this work, this is the
NLO QCD calculation of Sect. 2.2). In the case of the cos ϕ

distribution, this rescaling is applied bin by bin.
No significant sensitivity (with respect to the numerical

precision achieved) is found for c3
ϕQ in any of the angular dis-

tributions we have considered so far; the dependence on c−
ϕQ

is also very weak. Both these observations can be understood
in light of the very tight constraints on a particular combina-
tion5 of these two operators already imposed by LEP mea-
surements of the bbZ coupling [44]. Due to its very small
effect on the selected observables, completely covered by the
associated Monte Carlo statistical uncertainty, we eliminate
c3
ϕQ from our analysis.

5 Namely c−
ϕQ + 2c3

ϕQ , often denoted by c+
ϕQ in the literature.
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Table 3 Exclusion bounds on
the four operators of interest
reported by the SMEFiT global
analysis as well as previous t t̄ Z
measurements by the ATLAS
and CMS collaborations, as 95%
CL frequentist intervals. Limits
from our Bayesian fit, for the
two scenarios described in the
accompanying text, are given as
95% credibility intervals,
assuming informative priors on
all the Wilson coefficients

95% bounds ct Z c−
ϕQ ctG cϕt

SMEFiT [45] [−4.6, 5.9] [−2.6, 3.3] [−0.4, 0.4] [−23, 7.3]

ATLAS 36 fb−1 [35] [−4.9, 4.9] [−3.3, 4.2] – [−25, 5.5]

CMS 45 fb−1 [37] [−3.3, 3.2] [−7.6, 22] [−1.4, 1.2] [−19, 12]

CMS 77.5 fb−1 [15] [−1.1, 1.1] [−4.0, 0.0] – [0.3, 5.4]

Run 2 [−2.7, 3.4] [−2.6, 2.6] [−0.4, 0.4] [−6.0, 5.6]

Run 2 + Run 3 [−2.2, 2.8] [−2.6, 2.6] [−0.4, 0.4] [−5.0, 4.6]

Our SMEFT interpretation is based on the EFTfitter
framework [28], and we use the same projected uncertain-
ties and correlations as previously described in Sect. 3. We
consider all the top polarisation and spin correlation coef-
ficients, as well as four bins of the cos ϕ distribution, and
restrict ourselves to the Run 2 and Run 2 + Run 3 combina-
tion scenarios. Priors are set for each Wilson coefficient to
reflect current limits from global analyses; we elect to use
Gaussian distributions with mean zero and width half the LO
QCD marginalised bounds reported by the SMEFiT collab-
oration at the 95% CL (Table 5.3 of Ref. [45]). Note that
while we do not rely on the inclusive cross section (total
rate) information in this work, the exclusion limits set in the
SMEFiT paper do. We do not consider uncertainties on
the EFT paremeterisation, either from scale uncertainties or
missing dimension-8 terms, as these are usually much smaller
than the statistical and systematic uncertainties on the exper-
imental measurements.

4.3 New constraints from angular observables

We perform a global fit to the four Wilson coefficients under
consideration and present the marginalised 95% credibility
intervals in Table 3. For reference, we also include the 95%
CL bounds from the SMEFiT analysis [45], as well as from
several t t̄ Z measurements by the ATLAS [35] and CMS col-
laborations [15,37]. We observe that the credibility intervals
we derive for c−

ϕQ and ctG in both the Run 2 and Run 2 + Run 3
combination scenarios correspond to the informed priors we
used; in other words, the expected precision of the underlying
measurements is too low to provide additional constraining
power on these two operators. On the other hand, we notice
an improvement in the constraining of cϕt and ct Z , the lat-
ter appearing to be the most sensitive. Moreover, these have
the potential to complement (and be somewhat competitive
with) the ATLAS and CMS results that rely on the total rate
information.

We repeat the fit as many times as there are observables,
omitting one of those observable each time. This allows us to
gauge the relative importance of each pseudo-measurement,
by monitoring the increase in the exclusion bounds. This

approach reveals that, as expected, the diagonal spin corre-
lation coefficients (crr , ckk and cnn) are amongst the most
sensitive observables, together with the two extreme bins
of the cos ϕ differential distribution. Of the top polarisation
coefficients, b±

k are the most important ones to include in
the fit, whilst b±

n has an almost negligible contribution to the
constraining power.

We perform a further iteration of the fit, using uniform pri-
ors (in the range [−10, 10]) for all the Wilson coefficients.
The corresponding results, reported in Table 4, show slightly
degraded bounds on ct Z and cϕt when compared to the orig-
inal fit. This is due to the c−

ϕQ and ctG coefficients now being
properly constrained. As previously claimed, there is little
effective dependence of any of the observables we consider
on c−

ϕQ , but there is a much more remarkable effect on ctG .
While still far from the results of the SMEFiT analysis [45]
(which mostly leverages t t̄ production rates), our bounds on
ctG are closer to the limits reported by the CMS analyses –
but rely only on normalised, angular shape effects.

Following the work of Ref. [46], we compute the covari-
ance matrix for the fit with uniform priors, and take its
inverse to be an approximation of the Fisher information
matrix. Large entries of the Fisher matrix therefore corre-
spond to well-measured directions in the space spanned by
the four Wilson coefficients. Furthermore, its eigenvectors
reflect the actual linear combinations of SMEFT operators
being probed, while their corresponding eigenvalues deter-
mine the expected sensitivity along these directions. Denot-
ing the former by Fi and the latter by λi , we find:

λ1 = 0.03, F1 : 0.84 · c−
ϕQ − 0.54 · cϕt ,

λ2 = 0.12, F2 : 0.48 · c−
ϕQ + 0.79 · cϕt + 0.37 · ct Z ,

λ3 = 0.69, F3 : 0.21 · c−
ϕQ + 0.26 · cϕt − 0.86 · ct Z − 0.39 · ctG ,

λ4 = 0.83, F4 : 0.11 · c−
ϕQ + 0.14 · cϕt − 0.34 · ct Z + 0.92 · ctG .

(21)

This Fisher information analysis confirms what we have
observed: F4, having the largest eigenvalue, is the most sen-
sitive direction, and is dominated by ctG ; hence the results of
Table 4. Likewise, ct Z is well represented along both Fisher-
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Table 4 Exclusion bounds on
the four operators of interest,
given as 95% Bayesian
credibility intervals. The two
scenarios quoted are described
in the accompanying text, and
uniform priors are chosen for all
the Wilson coefficients

95% bounds ct Z c−
ϕQ ctG cϕt

Run 2 [−3.1, 4.4] [−10, 8.1] [−2.0, 3.4] [−9.8, 7.0]

Run 2 + Run 3 [−2.5, 3.5] [−10, 7.0] [−1.4, 2.8] [−8.1, 6.4]

rotated directionsF3 andF4, which have the largest eigenval-
ues, and is therefore the second-best constrained coefficient.
On the other hand, dependence to c−

ϕQ is found mostly in

F1 and the corresponding 1/
√

λ1 leads to very weak exclu-
sion bounds. The eigenvectors of (21) clearly show a non-
negligible amount of degeneracy in the SMEFT dependence
of the observables we have considered: by making these
directions explicit, we provide the necessary information in
adding another set of measurements to this one (or designing
new observables), in order to break these degeneracies.

5 Conclusions

In this paper, we have for the first time studied the phe-
nomenology of spin correlations in the t t̄ Z process at the
LHC. In Sect. 2, we have produced a complete set of pre-
dictions for the t t̄ Z spin density matrix at NLO precision
in QCD, for center-of-mass energies of 13 and 14 TeV. We
have found these results to be significantly different from
those previously obtained for the t t̄ process; as such, a mea-
surement by the ATLAS and CMS experiments of spin and
polarisation observables in t t̄ Z events would be a further test
of the particularly important connections between the top
quark and the electroweak sectors of the Standard Model,
in one of the heaviest processes that can be produced at the
LHC.

Indeed in Sect. 3, we have offered a simple analysis strat-
egy that builds directly on the existing experimental efforts
of the ATLAS and CMS collaborations. By performing a
template fit to the coefficients of the t t̄ Z spin density matrix,
readily extracted from a set of distinct angular observables,
it is estimated that the existing LHC Run 2 dataset could be
enough to claim evidence of spin correlation in t t̄ Z events;
combining these results with our predictions for Run 3, an
observation could be conclusively made. Should the legacy
ATLAS and CMS Run 2 analyses surpass our expectations,
it is certainly possible that this milestone be achieved sooner,
through their combination.

Finally, in Sect. 4 we have considered the impact of the
few dimension-6 SMEFT operators relevant to t t̄ Z produc-
tion. Using only the information drawn from the spin density
matrix, and neglecting any information about the total pro-
duction rates, we find a novel sensitivity to the operators

associated to the Wilson coefficients ct Z and cϕt , affecting
the t-Z coupling, as well as to the top quark chromomagnetic
dipole operator, which modifies the gt t̄ vertex. We have fur-
ther identified the directions in the space of SMEFT opera-
tors that are probed by our fit, using the Fisher information
formalism recently applied to high energy physics.

We hope that this work can serve as the basis for an excit-
ing new measurement of t t̄ + X properties, which will play
an important role in global EFT interpretations of the data
collected at the LHC.
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