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1 Introduction

Since their conception by Wigner in the 1950s, random matrices have found an ever grow-

ing number of applications in fields as diverse as statistical mechanics, quantum gravity,

telecommunications and finance [1]. One reason for this vast range of applications is the

phenomenon of universality, which refers to the fact that many properties of random ma-

trices are independent of the measure used to define them. To be precise, let us consider

a N ×N random Hermitian matrix M defined by the Gibbs measure,

dµ(M) =
1

Vol[U(N)]ZN
e−NTrV (M)[dM ], (1.1)

where [dM ] is the standard measure on Hermitian matrices, V (M) is a finite degree poly-

nomial known as the potential, Vol[U(N)] is the volume of the group U(N) and ZN is the

normalisation constant known as the partition function. As is well known, the limiting
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behaviour of the eigenvalues as N → ∞ is characterised by them being confined to a fi-

nite number of finite length intervals on the real axis with a density given by the spectral

density function ρ(x). In the bulk of the eigenvalues the spectral density itself depends on

the details of V and therefore its macroscopic behaviour does not display any universality.

However at the edge of the eigenvalue support, the spectral density generically has a square

root behaviour independent of V and thus displays a simple example of universality.

A somewhat more famous example of universality arises when we consider

PN (λmax < z); the probability that the maximum eigenvalue is less than some given z ∈ R.

The probability distribution for small fluctations around the limiting largest eigenvalue is

given in terms of the Tracy-Widom distribution,

lim
N→∞

PN
(
cN2/3(λmax − a) < z

)
= exp

(
−
∫ +∞

z
(y − z)q2

0(y)dy

)
, (1.2)

where a is the edge of the eigenvalue support, c is a potential dependent constant and q0

is the Hastings McLeod solution to the Painlevé II equation. This distribution is obtained

independently of V apart from on a measure zero subset of potentials known as multi-

critical potentials. The Tracy-Widom distribution itself has appeared in a huge number

of areas [2] and therefore has attracted much attention over the years. One recent strain

of investigation [3–6] has been the fate of the Tracy-Widom distribution when focusing on

the above mentioned subset of multi-critical potentials. These non-generic potentials are

characterised by the spectral density with a compact support of a single interval no longer

having a square root behaviour at the support edge a, instead near the edge one has a

behaviour of the form,

ρ(x) ∝ (a− x)2k+1/2, (1.3)

where k is an integer referred to as the order of multi-criticality. Such potentials are

often referred to as multi-critical since if one considers the random matrix as a statistical

mechanical system, they can be thought of as corresponding to phase transitions. To obtain

such a multi-critical potential it suffices to make the replacement V (M)→ 1
tV (M) in (1.1)

and then choose V (M) to have multiple minima. By varying t one can then find a critical

value tc at which a multi-critical behaviour is seen.1 Another more rigorous way [3, 4] is

to simply set the spectral density to the required form, i.e. ρ(x) = c(x− b)1/2(a− x)2k+1/2

and compute the potential using the saddle point equation,

1

2
V ′(x) = p.v.

∫ a

b
dz

ρ(z)

x− z
, (1.4)

where p.v. denotes the principle value. From this the form of an entire family of multi-

critical potentials can be obtained [4].

1Another way of obtaining a different behaviour for the distribution of the largest eigenvalue is by

considering a spectral density with non-compact support. This appears for example in Cauchy random

matrices [7, 8]. In this case the instanton interpretation is slightly more subtle and we will not peruse it

further here.
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Figure 1. A sketch of the probability distribution for the largest eigenvalue is shown in blue.

Near the edge of the spectral support (the shaded region) the probability takes the form of the

Tracy-Widom distribution. In this paper we are interested in the behaviour far out in the left and

right tails.

For multi-critical potentials the Tracy-Widom distribution is modified to a k dependent

law first given in [3] which were named higher order analogues of the Tracy-Widom distri-

bution. These results were later rederived in a more compact form in [6] using orthogonal

polynomial techniques which generalised those of [9].

The Tracy-Widom distribution describes the “typical” fluctuations of the largest eigen-

value which were shown to occur on scales of N−2/3 in the case of a generic potential.

However, in recent years there has been a growing interest [10–15] in the behaviour of

“atypical” eigenvalues which appear very far from the limiting largest eigenvalue. This in-

terest is motivated in part by applications to the landscape problem in string theory and to

properties of random gaussian surfaces which have relevance to condensed matter [16–18].

A cartoon of the expected distribution is shown in figure 1 and we can see that the left

and right tails that describe the large deviations are expected to be qualitatively different.

This is because the deviations to the left must necessarily cause a rearrangement of the

eigenvalues in the limiting bulk spectrum, whereas no such rearrangement is necessary for

a single eigenvalue to appear far to the right. This has been borne out by detailed cal-

culations using coulomb gas techniques [10, 11, 13], topological recursion methods based

on loop equations [14, 15] and an approach based on orthogonal polynomials [9]. These

calculations have generally been for random matrices with Gaussian potential, with most

interest focused on the dependence on the Dyson index β. In this paper we will only be

dealing with Hermitian random matrices for which β = 2. Collecting the known results for

Gaussian Hermitian matrices we have at leading order, [10, 11, 13–15]

d

dz
PN (λmax < z) =

{
exp(−2N2ψ−(z) + . . .), z < a

exp(−2Nψ+(z) + . . .), z > a
(1.5)
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where the functions ψ±, known as the left and right rate functions, are given by,

ψ−(z) =
z2

3
− z4

108
−
√
z2 + 6

(
z3 + 15z

)
108

− 1

2
ln

[√
z2 + 6 + z√

2

]
+

ln 3

2
, (1.6)

ψ+(z) =
z
√
z2 − 2

2
+ ln

[
z −
√
z2 − 2√
2

]
. (1.7)

An obvious question is; can expressions for the left and right tail be obtained for

arbitrary potentials and hence for the multi-critical cases? It is the purpose of this paper

to address this issue within the context of the orthogonal polynomial approach begun in [9].

We note here that the topological recursion approach of [14, 15] is in principle powerful

enough to answer this question; however only explicit results were given for the Gaussian

case in these studies. We will find in the course of this paper that the orthogonal polynomial

approach can be related to the instanton effects studied in [19–22] and via this we make

contact with some results of [15]. Another perspective on the work here is that there

are three well developed approaches to computing in random matrix theory; saddle point

methods, loop equations and orthogonal polynomials. In the context of large deviations

both the saddle point method and the loop equation method have been fully developed,

however the orthogonal polynomial method has only been considered in [9]. It is an aim

of this paper to fully develop this approach.

The plan of this paper is as follows: in section 2 we review the orthogonal polynomial

approach to gap probabilities which are given by the free energy in the presence of a

hard wall. We describe the string equations in absence and presence of this hard wall.

In section 3 we describe how to use this approach to obtain the large deviations of the

maximum eigenvalue. It is seen that the large deviations in the left tail can be obtained

from the perturbative expansion of the free energy, while for the large deviations in the

right tail non-perturbative effects and thus instantons effects are relevant. We apply this

machinery both to the case of the Gaussian matrix model as well as to a case of a multi-

critical potential. Having made the link between large deviations in the right tail and

instantons effects we proceed in section 4 by giving an interpretation in terms of eigenvalue

tunnelling. Calculating the eigenvalue tunnelling using a saddle point method, enables one

to obtain an expression for the right tail in terms of the spectral curve for an arbitrary

potential. Furthermore, this provides interesting links to a string theoretic picture. We

summarise our results and conclude in section 5. Appendix A provides some useful results

regarding properties of the family of multi-critical potentials considered in section 3.

2 The orthogonal polynomial approach to gap probabilities

2.1 Orthogonal polynomials for matrix models in presence of a hard wall

First we recall from the standard matrix model literature (see e.g. [1, 23, 24] for reviews)

that we may integrate out the angular degrees of freedom in the matrix M to obtain an

expression for the partition function related to the Gibbs measure (1.1) only in terms of

– 4 –
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the eigenvalues,

ZN ≡ ZN (∞; t) =
1

N !

∫ ∞
−∞

N∏
i=1

dλi
2π

∆(λ)2e−
N
t
V (λi). (2.1)

where ∆(λ) =
∏
i<j(λi − λj) is the standard Vandermonde determinant. The orthogonal

polynomial approach proposed in [9] begins by noting that we may write the gap proba-

bility as,

PN (z; t) ≡ PN (λmax < z; t) =
ZN (z; t)

ZN (∞; t)
, (2.2)

where ZN (z; t) is the cut-off partition function;

ZN (z; t) =
1

N !

∫ z

−∞

N∏
i=1

dλi
2π

∆(λ)2e−
N
t
V (λi). (2.3)

We then proceed by introducing a set of polynomials {πn(x) : n ∈ N} such that πn(x) is of

order n and they are orthonormal with respect to the inner product defined by,

〈πn|πm〉 ≡
∫ z

−∞

dx

2π
e−

N
t
V (x)πn(x)πm(x), (2.4)

i.e. 〈πn|πm〉 = δnm. Note that the coefficients in the expression for each πn depend on

z, t and the potential. It is then a standard result of random matrix theory that the

Vandermonde determinant may be written in terms of these polynomials, thereby allowing

us to evaluate the partition function. In particular, defining hn(z) by πn(x) = 1√
hn(z)

xn +

O(xn−1), we have,

ZN (z; t) =
N−1∏
i=0

hi(z) = h0(z)N
N−1∏
i=1

ri(z)
N−i (2.5)

where we have defined the ratios

rn(z) =
hn(z)

hn−1(z)
for n ≥ 1, (2.6)

note that we will often suppress the arguments of rn and hn. In order to compute the rn one

derives a set of recursion relations. To do this we first introduce one final piece of notation.

Consider the operator x acting on the space of polynomials which merely multiplies a

polynomial by x. We define its matrix representation by, Qnm = 〈πn|xπm〉. Note that

from the definition of the inner product the operator x is self-adjoint and therefore we have

that Q is symmetric. Furthermore, note that 〈πn+k|xπn〉 = 0 for k > 1, allowing us to

conclude that Q can be written as,

Qnm =
√
qn+1δn+1,m + snδnm +

√
qnδn−1,m (2.7)

where qn and sn are some yet to be determined functions z, t, and the potential. In

fact by considering the quantity 〈πn|xπn−1〉 and 〈πn|xπn〉 one can show qn = rn and

sn = − g
N ∂t1 log hn respectively.
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In applications of random matrix theory to string theory, in which recursion relations

for rn were first obtained, these recursion relations go by the name of string equations. In [9]

recursion relations for rn were obtained in the case of a Gaussian potential. Unfortunately

they had the unpleasant property of containing derivatives of z which makes them difficult

to use for potentials of arbitrary order. One of the advances made in [6] was to obtain a

set of purely algebraic recursion relations for any potential, which is what we will refer to

as the string equations. Before reviewing the form of these string equations we will first

consider the case of no hard-wall, i.e. when z =∞.

2.2 String equations in absence of a hard wall

For the case of no hard wall the partition function can be determined from the string

equations,

[Q,P ] = 1. (2.8)

The operator P is defined as,

P = −N
2t

(V ′(Q)+ − V ′(Q)−). (2.9)

where ± refer to the upper and lower triangular parts of the matrices.

This string equation can be used in a number of ways. Recursion relations for rn
can be obtained from consideration of the diagonals, i.e. we have the recursion relations

[Q,P ]nn = 1 and [Q,P ]n,n−1 = 0. Alternatively, if we are only interested in the double

scaling limit then we can take such a limit directly on the operators Q and P . It is useful

to note that the two non-trivial equations obtained from (2.8) have the form,

[Q,P ]n,n − 1 =

(
√
rn+1V

′(Q)n+1,n −
t(n+ 1)

N

)
−
(
√
rnV

′(Q)n,n−1 −
tn

N

)
= 0, (2.10)

and

[Q,P ]n,n−1 = V ′(Q)n,n − V ′(Q)n−1,n−1, (2.11)

which are in turn implied by the integrated form of the string equations,

√
rnV

′(Q)n,n−1 =
tn

N
V ′(Q)nn = 0. (2.12)

2.3 String equations in presence of a hard wall

In the presence of a hard wall the string equation becomes [6],

[Q− z,H]nm = (Q− z)nm, (2.13)

where H is defined as,

Hnm ≡ (A(Q− z))nm −
N

2t
(V ′(Q)(Q− z))nm +

1

2
δnm (2.14)
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where A is the matrix representation of the operator ∂x. It is also important to note that

H can also be expressed as [6]

H = −N
2t

(
(V ′(Q)(Q− z))+ − (V ′(Q)(Q− z))−

)
, (2.15)

where the subscripts ± refer to the strictly upper and lower triangular parts of a matrix and

subscript d refers to the diagonal entries. Note that one of the string equations in (2.13)

can be written in an integrated form as Hnn = 0 which yields

(V ′(Q)(Q− z))nn =
(2n+ 1)t

N
. (2.16)

3 Large deviations from string equations and instantons

3.1 Perturbative and non-perturbative expansion of the string equations

In [9] the right tail rate function together with its first correction term were obtained for

a Gaussian potential using the orthogonal polynomial approach. The method introduced

there, which was found to only work for the right tail, consisted of solving the recursion

relations for rn by way of an ansatz2 of the form,

rn(z, t) =
tn

N
+ cne

−Nz2/t + . . . and sn(z, t) = dne
−Nz2/t + . . . , (3.1)

which after plugging into the recursion relations resulted in recursion relations for cn and dn
that can then be solved. It turns out that the large deviations to the right of the eigenvalue

support is then governed by the term containing cn. We now would like to draw attention

to two aspects of the above ansatz. Firstly, both expressions consist of a power series in

N , which in the case of sn is trivial, together with a term exponentially suppressed in N ,

plus potentially more terms which are even more strongly suppressed. Secondly the power

series portion of the above ansatzes is identical, at finite z, to the exact solution when

z =∞. With these observations in mind we make the following claim; one should think of

the behaviour of the right large deviations as being due to a z dependent non-perturbative

correction to the z =∞ solution. Here non-perturbative means that the z dependence will

not appear in the power series portion of the ansatz but only in the terms with exponential

suppression as N →∞. This above claim is in a sense very much in the spirit of the early

work by Gross and Matytsin [25] which served as a motivation for [9]. Furthermore, it

agrees with the observations made in [26, 27] that the right tail corresponds to the weak

coupling regime.

In quantum field theory such non-perturbative corrections to perturbative expansions

arise due to extra saddle points in the path integral which in turn correspond to solutions

of the Wick rotated field equations. Such solutions go by the name instantons. In fact such

instantons can also appear in random matrix theories, such as the class under consideration

here and their computation at finite N has been worked out in some detail [22]. In fact

three distinct methods have been presented; one based on a saddle point analysis of the

2See equation (48) of [9].
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one-cut solution [19], one on the multicut solutions [21] and one based on orthogonal

polynomials [20]. We will begin by applying the last of these to our current problem.

First let us review the procedure for computing the perturbative and non-perturbative

corrections to rn when rn satisfies some set of recursion relations. In both cases one starts

with the following steps:

(a) In the one-cut case we can make the replacement rn → r(tn/N) where r(tn/N) is a

smooth function of tn/N .

(b) The string equations now can be written as difference equations, since rn+k → r(ζ +

t/N) where ζ = tn/N . We will sometimes use the notation r(ζ; z) rather than just

r(ζ) when we want to emphasise the z dependence.

The perturbative expansion, which as we will see is necessary to obtain the large

deviation of the left tail, can be computed as follows:

(c) The difference equation obtained in the previous step (b), which is called the pre-

string equation in [20], can be solved perturbatively via substitution of the ansatz,

r(ζ) =

∞∑
k=0

gksR
(0)
k (ζ) s(ζ) =

∞∑
k=0

gksS
(0)
k (ζ), (3.2)

where we have introduced the useful parameter gs = t/N .

In order to compute the non-perturbative corrections, which will be relevant to obtain

the large deviations of the right tail, we modify this procedure,

(c’) One starts by noting that the difference equation obtained in (b) admits a trans-series

solution, which is a formal solution of the form,

r(ζ) =

∞∑
l=0

C lR(l)(ζ, gs) s(ζ) =

∞∑
l=0

C lS(l)(ζ, gs), (3.3)

with,

R(0)(ζ) =
∞∑
k=0

gksR
(0)
k (ζ) (3.4)

and

R(l)(ζ) = e−lA(ζ)/gs

∞∑
k=0

gksR
(l)
k (ζ) (3.5)

with similar expressions for S. The quantity A(ζ) is known as the instanton action

and R(l)(ζ) as the l’th instanton correction.

(d’) We make use of the above ansatz by substituting (3.3) into the string equation. The

coefficient of each power of C gives a new string equation for the quantities R(l)(ζ)

and S(l)(ζ). Into these new string equations we can substitute the ansatz (3.5).

– 8 –
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Since the perturbative expansion is rather straightforward, we focus in the rest of

this section on several details of the prescription to obtain the non-perturbative expansion

needed to calculate the large deviations of the right tail:

When applying the above procedure we could work at the level of the recursion relations

obtained from (2.13), instead we will attempt to formulate the calculation in a way that

allows an easier generalisation to any potential. We begin with (3.9) and first substitute

in the ansatz (3.3). This will lead to both Q and P being expanded in powers of C;

Q =
∞∑
k=0

CkQ(k) P =
∞∑
k=0

CkP (k). (3.6)

Defining ∆ = Q+ −Q− we will also have,

∆ =

∞∑
k=0

Ck∆(k) V ′(Q)d =

∞∑
k=0

CkV ′(Q)
(k)
d . (3.7)

We note that the operator H defined in (2.14) can be rewritten as [6],

H = (Q− z)P − (QP )d − (Q+ −Q−)
N

2t
V ′(Q)d

=
1

2
{Q,P} − zP − N

4t
{Q+ −Q−, V ′(Q)d}, (3.8)

and that the string equation (2.13) can be written using the above results as,

{Q− z, [Q,P ]− 1} −
[
Q,

{
Q+ −Q−,

N

2t
V ′(Q)d

}]
= 0. (3.9)

At zero’th order in C we obtain for (3.9),

{Q(0) − z, [Q,P ](0) − 1} −
[
Q(0),

{
∆(0),

N

2t
V ′(Q)

(0)
d

}]
= 0, (3.10)

which can be satisfied if we choose Q(0) and P (0) to have the exact same form as the case

when we have z =∞. What this amounts to is that when z is finite there exists a solution

to the string equations with the same perturbative solution as when z =∞. In fact looking

at the form of (3.9) we see that it may be satisfied at any order of C by choosing Q(l) and

P (l) to have the same form as the z =∞ case. However, due to the extra structure of (3.9)

there exist new z dependent solutions. This z dependent instanton contribution can be

computed by looking at the next order in C, for which we have,

{Q(0), [Q(0), P (1)] + [Q(1), P (0)]} −
[
Q(0),

{
∆(0),

N

2t
V ′(Q)

(1)
d

}]
= 0, (3.11)

where we have used the fact that V ′(Q)
(0)
d = 0.

Now, the Q and ∆ operators are independent of the potential and can be written as,

Q(0) =
√
R(0)(ζ + t/N)e

t
N
∂ + S(0)(ζ) +

√
R(0)(ζ)e−

t
N
∂ , (3.12)

Q(1) =

√
R(1)(ζ + t/N)

2
√
R(0)(ζ + t/N)

e
t
N
∂ + S(1)(ζ) +

√
R(1)(ζ)

2
√
R(0)(ζ)

e−
t
N
∂ (3.13)
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and

∆(0) =
√
R(0)(ζ + t/N)e

t
N
∂ −

√
R(0)(ζ)e−

t
N
∂ (3.14)

where ∂ ≡ ∂
∂ζ . Of course the P operator is dependent on the potential and therefore

will have to be computed on a case-by-case basis and we will demonstrate this shortly by

considering the case of a Gaussian potential. However, before proceeding to the example

we will first consider how to compute the behaviour of the tails, once an expression for

rn is obtained. We will do this by following the calculation in [20], making only minor

alterations.

Using (2.5) we may write,

logPN (z; t) = log

(
h0(z)

h0(∞)

)
−N

N−1∑
i=1

(
1− i

N

)
log

(
ri(z)

ri(∞)

)
(3.15)

which can be rearranged using the Euler-Maclaurin formula, into the form,

F (z; t+ gs) + F (z; t− gs)− 2F (z; t) = log

(
r(t; z)

r(t;∞)

)
(3.16)

where F (z; t) ≡ logPN (z; t). If we now substitute an ansatz for F , of the form,

F (z; t) =

∞∑
l=0

C lF (l)(z; t, gs) (3.17)

where

F (0)(z; t, gs) =
∞∑
k=0

gksF
(0)
k (z; t) and F (l)(z; t, gs) = e−lA(t)/gs

∞∑
k=0

gksF
(l)
k (z; t) (3.18)

into (3.16) we obtain,

F (0)(z; t+ gs) + F (0)(z; t− gs)− 2F (0)(z; t) = log

(
R(0)(t; z)

r(t;∞)

)
(3.19)

and

F (l)(z; t+ gs) + F (l)(z; t− gs)− 2F (l)(z; t) =

[
R(l)(t; z)

R(0)(t; z)

]
c

(3.20)

where the subscript c denotes the connected piece,[
R(l)(t; z)

R(0)(t; z)

]
c

≡
∞∑
s=1

(−1)s−1

s

∑
l1+...ls=l

R(l1)(t; z)

R(0)(t; z)
. . .

R(ls)(t; z)

R(0)(t; z)
. (3.21)

The ansatz for R(l) for l > 0 leads to an expansion of the form,[
R(l)(t; z)

R(0)(t; z)

]
c

= e−lA(t)/gs

∞∑
k=0

gks cl,k+1(z; t), (3.22)
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and it can be shown [20] that (3.20) can be solved order by order with the result,

F
(l)
1 (z; t) =

1

4
cl,1cosech2

(
lA′(t)/2

)
. (3.23)

The solution for higher order F
(l)
k (z; t) can be found in [20]. We now have all the technical

tools at hand to tackle the computation of the large deviations in the left and right tail in

a number of examples.

3.2 Large deviations in the case of Gaussian potential

3.2.1 Large deviations in the left tail

We first focus on the large deviation of the left tail in the case of a Gaussian matrix model.

As already mentioned above, we will see that to obtain the large deviation of the left tail

we only need to calculate the perturbative expansion of ZN (z; t, {gk}). This is done by

using the string equations in presence of a hard wall. Let us note that for the Gaussian

potential to first order the potential dependent operator is given by,

P (0) = −N
2t

(
√
R(0)(ζ + t/N)e

t
N
∂ −

√
R(0)(ζ)e−

t
N
∂), (3.24)

The first integrated string equation, (2.16) implies,

2R
(0)
0 (ζ, z)− zS(0)

0 (ζ, z) + S
(0)
0 (ζ, z)2 = 2ζ (3.25)

and secondly (2.13) with m = n yields

∂

∂ζ

(
R

(0)
0 (ζ, z)(2S

(0)
0 (ζ, z)− z)

)
= S

(0)
0 (ζ, z)− z (3.26)

where the differential comes from the difference of two expressions at consecutive values of

N . This may be integrated by using (3.25) resulting in

S
(0)
0 (ζ, z)2(z2 − 4ζ − 4zS

(0)
0 (ζ, z) + 3S

(0)
0 (ζ, z)2) = 0. (3.27)

We see that the solution has three distinct branches

S
(0)
0 (ζ, z) = 0, S

(0)
0 (ζ, z) =

2z ±
√
z2 + 12ζ

3
. (3.28)

If for the moment we consider the solution as a function of z we know that for z →∞ we

must have the solution S
(0)
0 (ζ, z) = 0, which corresponds to R

(0)
0 (ζ, z) = R

(0)
0 (ζ,∞) = ζ.

However, since this solution is constant it must eventually change to a different branch for

smaller values of z. This happens continuously at z = 2
√
ζ, where it intersects the solution

with the minus in front of the square root. We thus have

R
(0)
0 (ζ, z) =

ζ ζ ≤ ζc(z),
6ζ+z

(
z+
√
z2+12ζ

)
18 ζ ≥ ζc(z),

(3.29)
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where ζc(z) = z2/4. Hence, we have for the left tail

g2
sF

(0)(z; t) =

∫ t

0
dζ(t− ζ) log

(
R

(0)
0 (ζ, z)

R
(0)
0 (ζ;∞)

)

=

∫ t

ζc(z)
dζ(t− ζ) log

(
R

(0)
0 (ζ, z)

R
(0)
0 (ζ;∞)

)
, (3.30)

since in the interval ζ ∈ [0, ζc(z)] the integrand is zero by (3.29). There thus is a critical

value for z for which ζc(z) = t and which is given by zc = 2
√
t. Hence, we have

g2
sF

(0)(z; t) =


∫ t

z2

4

dζ(t− ζ) log

(
6ζ+z

(
z+
√
z2+12ζ

)
18ζ

)
z ≤ 2

√
t,

0 z ≥ 2
√
t.

(3.31)

This yields to leading order in the large N expansion,

g2
sF

(0)(z; t)=

− tz2

3 + z4

216 + z
216(z2+30t)

√
z2+12t+t2 log

(
z+
√
z2+12t

6
√
t

)
z ≤ 2

√
t,

0 z ≥ 2
√
t.

(3.32)

where we recall that gs = t/N . This expression reproduces the correct result from the

literature [10, 11], i.e. equation (1.6). One observes that the logarithm of the probability

function logPN (z; t) is zero for z ≥ 2
√
t, i.e. to the right of the cut, when calculated at

order N2 in the perturbative expansion. This reflects the different scaling of the large

deviations in the left and right tail: it is easier to pull a single eigenvalue out of the bulk

than it is to push it into the bulk as one has to rearrange other eigenvalues as well. This

different behaviour is manifest in the scaling, i.e. (1.5). From a statistical physics point of

view one sees that the above behaviour corresponds to a phase transition at z = 2
√
t in

the limit N →∞.

Alternatively to the derivation above, leading from (3.30) to (3.32), we could have also

used the differential version of this equation

g2
s∂

2
t F

(0)(z; t) = log
(

6t+ z
(
z +

√
z2 + 12t

))
− log(18t)

= 2 log
(
z +

√
z2 + 12t

)
− log(18t) (3.33)

which follows directly from (3.19). To obtain the probability function from (3.33) we

have to integrate it twice. This gives rise to two integration constants (which are func-

tion of z) in the final expression, f0(z) + f1(z)t. These can be fixed as follows: from

the fact that R
(0)
0 (t, z = 2

√
t) = R

(0)
0 (t, z = ∞), we see that the logarithm of the prob-

ability function F (0)(z; t) = 0 for z ≥ 2
√
t. The same should be true for the proba-

bility density, i.e. ∂zP
(0)
N (z; t) = 0 for z ≥ 2

√
t. However, [∂zP

(0)
N (z; t)]z=2

√
t = 0 does

also imply [∂tP
(0)
N (z; t)]z=2

√
t = 0. This gives us two conditions [F (0)(z; t)]z=2

√
t = 0 and

[∂tF
(0)(z; t)]z=2

√
t = 0. Both conditions determine f0(z) = 7z4/216 and f1(z) = −z2/3

which fixes the solution which agrees with the previous derivation (3.32).
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3.2.2 Large deviations in the right tail

As is seen in the previous subsection the large deviations of the right tail are zero when

calculating logPN (z; t) at order N2 using the perturbative expansion. In this case the

non-perturbative expansion will be relevant. Hence we have to include the next term of

order N . To do so we note that the potential dependent operators to next order are,

P (1) = −N
2t

( √
R(1)(ζ + t/N)

2
√
R(0)(ζ + t/N)

e
t
N
∂ −

√
R(1)(ζ)

2
√
R(0)(ζ)

e−
t
N
∂

)
(3.34)

and

V ′(Q)
(1)
d = S(1)(ζ). (3.35)

We also recall from the previous subsection that the perturbative solution is R(0)(ζ) = ζ,

S(0)(ζ) = 0 for the right tail. If we now substitute these operators into (3.11), expand in

powers of gs and equate the coefficients of each differential operator to zero, we obtain the

following,

2eA
′(ζ)
(
−z+

√
ζ+
√
ζ cosh

(
A′(ζ)

))
R

(1)
0 (ζ, z)+

(
1+eA

′(ζ)
)(

2ζ−z
√
ζ
)
S

(1)
0 (ζ, z) =0 (3.36)

and

zS
(1)
0 (ζ, z)−

(
1 + e−A

′(ζ)
)
R

(1)
0 (ζ, z) = 0. (3.37)

This leads to,

4ζ cosh(A′(ζ)/2)2 = z2. (3.38)

Furthermore, by expanding up to order g2
s we can obtain, with the help of Mathematica,

the following relations;

S
(1)
1 (ζ, z) =

e−A
′(ζ)
(

2R
(1)
1 (ζ, z)+2eA

′(ζ)R
(1)
1 (ζ, z)−R(1)

1 (ζ, z)A′′(ζ)+2∂ζR
(1)
1 (ζ, z)

)
2z

(3.39)

and

S
(1)
2 (ζ, z)=

((
1+e−A

′(ζ)
)
R

(1)
1 (ζ, z)+2

(
1−e−A′(ζ)

)
ζ
((

1+eA
′(ζ)
)
R

(1)
2 (ζ, z)+∂ζR

(1)
1 (ζ, z)

))
2
(
−1 + eA′(ζ)

)
zζ

.

(3.40)

This leads finally to,

R
(1)
1 (ζ, z) = κ1

√
ζ√

z2 − 4ζ
(3.41)

where κ1 is a constant of integration. In order to reproduce the right large gap asymp-

totics of the Tracy-Widom distribution we must choose κ1 = 0 and in this case we find

further that,

R
(1)
2 (ζ, z) = κ2

√
ζ√

z2 − 4ζ
, (3.42)
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where again, κ2 is a constant of integration. If we now substitute these results into (3.19)

we find,

F (0)(z; t+ gs) + F (0)(z; t− gs)− 2F (0)(z; t) = 0 (3.43)

which upon expanding in powers of gs gives F (0)(z; t) = 0. Additionally, using (3.23)

we have,

F
(1)
1 (z; t) = 0 (3.44)

and

F
(1)
2 (z; t) = κ2

√
t

(z2 − 4t)
3
2

. (3.45)

Putting these into (3.20) gives,

logPN (z; t) =
κ2

N

(
t

z2 − 4t

) 3
2

e−
NA(t)

t + . . . (3.46)

with

A(t) =
1

2
z2

√
1− 4t

z2
− tArcCosh

[
−1 +

z2

2t

]
, (3.47)

thus reproducing the known result obtained in [9] up to an overall constant. Unfortunately,

within the instanton approach taken here the constant κ2 can not be fixed; see [20]. This is

because the trans-series approach only produces a family of formal solutions parameterised

by such unknown constants. Among the members of such a family of trans-series solutions

there exist the ‘true’ solutions to the difference equation however the particular values of

the constants corresponding to such solutions can only be found via a non-perturbative

definition of the theory, which in this case is the original matrix integral. However, it is

possible to make some general remarks regarding such constants. In principle the above

analysis does not forbid such constants being z dependent however it is known that any

asymptotic expansion of a solution to a difference equation holds in extended region of the

complex plane known as a Stoke sector. This means that within such a region the constants

are independent of z. The boundaries between such regions are known as Stoke lines and

here we may see a discontinuous jump in the values of the constants as move from one

region to the next. This effect is known as the Stokes phenomenon and we will comment

on this effect again later in the paper. Finally let us explain why in [9] they were able to

to obtain the value for the unknown constant. The analysis in [9] was significantly more

complicated than that performed here as the authors in fact solve the recursion relation

exactly rather than just for large N . They could then choose the unknown constant to

reproduce the explicitly calculated form of r1.
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3.3 Large deviations in the case of a multi-critical potential

A set of multi-critical potentials which yield convergent matrix integrals are [4],

Vk(x) =
2(2k + 2)!

(−1/2)2k+2

2k+1∑
l=0

(−1)l(l + 1/2)2k+1−l
((2k + 1− l)!(l + 1))

xl+1, (3.48)

where (a)l is the Pochhammer symbol. These potentials produce a random matrix whose

spectral density has support on [0, 1] and has the form

ρ(x) ∝ x1/2(1− x)2k+1/2. (3.49)

which can be checked explicitly by e.g. using (1.4). It is worthwhile noticing that the

family of multi-critical potentials results in convergent matrix integrals. Furthermore, as is

shown in appendix A for any k ∈ N the potential Vk(x) only possess a single minimum for

x on the real axis. In the following we will actually consider a generalisation of the above

multi-critical potentials by setting our potential to V (x) = 1
tVk(x). In this section we will

use the tools from the previous section to compute the rate functions in the case k = 1 for

which we have

V1(x) = 16

(
−x+ 3x2 − 8

3
x3 +

4

5
x4

)
. (3.50)

3.3.1 Large deviations in the left tail

We proceed as in the case of the Gaussian potential. Firstly, the integrated string equa-

tion, (2.16) implies,

16

5

(
60R+ 96R2 − 5S − 240RS + 30S2 + 192RS2 − 40S3 + 16S4 + 5z+

+80Rz − 30Sz − 96RSz + 40S2z − 16S3z
)

= 2ζ, (3.51)

where we used the shorthand notation R ≡ R
(0)
0 (ζ, z) and S ≡ S

(0)
0 (ζ, z). Secondly (2.13)

with m = n yields,

16

5

∂

∂ζ

(
− 5R− 120R2 + 60RS + 192R2S − 120RS2+

+64RS3 − 30Rz − 48R2z + 80RSz − 48RS2z
)

= S − z. (3.52)

This equation can in principle be integrated by using (3.51) to eliminate R in (3.52) anal-

ogous to the Gaussian case. However, the detailed algebraic manipulation is cumbersome

and not very instructive. We therefore pay our attention only to the universal behaviour

which can be deduced from a simple argument. Recall, the expression of the rate func-

tion of the left tail large deviations in the Gaussian case, i.e. (3.32). The detailed form

of this expression changes in general when considering a different potential, however, the

behaviour close to the end point a of the spectral support is universal for potentials which

have a spectral density with square root behaviour. In particular, an expansion of (3.32)

around z = a ≡ 2
√
t yields,

g2
sF

(0)(a− ω; t) ∼ ω3. (3.53)
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Instead of expanding the final result, we could have also obtained this result from (3.30),

or alternatively (3.33), by expanding R
(0)
0 (ζ, z)/R

(0)
0 (ζ,∞) around ζ = ζc(z) = z2/4,

R
(0)
0 (ζ, z)

R
(0)
0 (ζ;∞)

= 1− 2

z2
(ζ − ζc(z)) + . . . (3.54)

yielding the above result. In particular, using ζc(a− ω) = t− ζ ′c(a)ω + . . . we observe the

scaling

R
(0)
0 (ζ, a− ω) = R

(0)
0 (ζ;∞)

(
1− 2

a2

(
ζ − t+ ζ ′c(a)ω

)
+ . . .

)
. (3.55)

This suggests that in the case of the multi-critical potential we can make a scaling ansatz

very much in the spirit of the scaling ansatz made in the case of the double scaling limit

used to obtain the higher-order Tracy-Widom distributions [6]. Notice that in [6] the

double scaling limit is taken directly on the string equations, i.e. (2.13) which are the same

equations used to obtain (3.51) and (3.52). Hence, it is not surprising that we can deduce

the general behaviour from this analysis. In particular, we will now argue that in the case

of the higher multi-critical potentials one has

R
(0)
0 (ζ, z)

R
(0)
0 (ζ;∞)

= 1− g(ζ) (zc(ζ)− z)4k+1 + . . . = 1− g(ζc(z)) (ζ − ζc(z))4k+1 + . . . (3.56)

which implies

g2
sF

(0)(a− ω; t) ∼
∫ t

t−ζ′c(a)ω
dζ(t− ζ)(ζ − t+ ζ ′c(a)ω)4k+1 ∼ ω4k+3. (3.57)

In [6] it is shown that to obtain a double scaling limit in which F (0)(a−ω; t) remains finite

as ω → 0, the string equations (2.13) imply that one has to scale (see also [28])

N−1 ∼ gs ∼ ω
4k+3

2 (3.58)

leading to the above result and is in accordance with previous works [3]. Furthermore, the

same analysis also implies that the right tail rate function has to scale near the edge of the

eigenvalue support as the square root of the corresponding expression for the left tail (see

for example (1.5)) and thus A(t, a+ ω) ∼ ω(4k+3)/2, as we will see in later sections.

3.3.2 Large deviations in the right tail

The operators P (0), P (1) and V ′(Q)
(1)
d can be computed from the formula (2.9) in the

standard way; we do not reproduce the exact expression here as they are too large to be

illuminating. Using the fact that the perturbative portion of Q and P are unchanged by

the presence of the hard wall we obtain the following relations,

−ζ + 96R+
768

5
R2 − 256RS +

768

5
RS2 = 0, (3.59)

−16− 256R+ 96S +
1536

5
RS − 128S2 +

256

5
S3 = 0, (3.60)
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where R = R
(0)
0 (ζ, z) and S = S

(0)
0 (ζ, z). The second of these equations can be rearranged

to obtain an expression for R
(0)
0 (ζ, z) as a rational function of S

(0)
0 (ζ, z). Eliminating

R
(0)
0 (ζ, z) from the above equations also gives an expression for ζ in terms of S

(0)
0 (ζ, z),

ζ =
−135 + 1300S − 4620S2 + 8192S3 − 7808S4 + 3840S5 − 768S6

(−5 + 6S)2
. (3.61)

If we now substitute the standard large N ansatz into (3.11), expand in powers of gs and

equate the coefficients of each differential operator to zero, we obtain the following,

S
(1)
1 (ζ, z) =

1

K
2e−A

′(ζ)
(

1 + eA
′(ζ)
)

(−65 + 330S − 520S2 + 256S3 − 100z +

+240Sz − 144S2z + 5− 30S + 40S2 − 16S3 cosh
(
A′(ζ)

)
)R

(1)
1 (ζ, z), (3.62)

where

K = 25− 50S − 80S2 + 240S3 − 128S4 − 130y + 460Sz − 560S2z +

+224S3z +
(
−5 + 30S − 40S2 + 16S3

)
(−5 + 8S − 2z) cosh

(
A′(ζ)

)
, (3.63)

where we have used (3.59) to eliminate R
(0)
0 (ζ, z). We also obtain the equation,

−5 + 30S − 80S2 + 64S3 + 80Sz − 96S2z − 40z2 + 48Sz2+
(
−5+30S − 40S2+16S3

)
×

cosh

[
(−5 + 6S)3 dA

dS

16(−1 + 2S)2 (305− 1180S + 1740S2 − 1152S3 + 288S4)

]
= 0, (3.64)

which can be integrated to give,

A(ζ; z) =
2

15

(
− 2
√

(a− z)(b− z)(45a3 + 45b3 + 3a2(−40 + 9b− 6z)− 6b2(20 + 3z) +

b
(
90 + 80z − 24z2

)
− 4z

(
45− 40z + 12z2

)
+ (3.65)

a
(
90 + 27b2 + 80z − 24z2 − 4b(20 + 3z)

)
)−

3(a− b)2
(
15a2+2a(−20 + 9b) + 5

(
6− 8b+ 3b2

))
ArcCosh

[
−a+ b− 2z

a− b

])
,

where we have introduced a = S
(0)
0 (ζ, z) + 2

√
R

(0)
0 (ζ, z) and b = S

(0)
0 (ζ, z)− 2

√
R

(0)
0 (ζ, z),

which correspond to the end points of the spectral support when ζ = t.

In fact (3.64) is not the only manner in which the conditions arising from the expansion

of (3.11) may be satisfied. The equation obtained from the expansion of (3.11) that gives

A consists of a number of factors, one of which must be zero. Be requiring the only z

dependent factor to be zero we obtain (3.64) however there are other z independent factors

which yield distinct instanton actions, which we will denote Ã. This gives the trans-series

solution,

r(ζ; z) = R(0)(ζ;∞) + Ce−A(ζ;z)/gs(R
(1)
1 (ζ, z) + . . .) + C̃e−Ã(ζ)/gs(. . .) + . . . (3.66)
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where we have introduced a separate set of unknown constants C̃ for the z independent

instanton. If we now substitute the above into (3.19) and (3.20) we obtain,

logPN (z; t) = Ce−A(ζ;z)/gs(. . .) + C̃e−Ã(ζ)/gs(. . .) + . . . (3.67)

where we have permitted ourselves to redefine the arbitrary constants when necessary.

Again we stress that the trans-series approach does not fix these constants. Here it appears

that this may cause problems since we now have two possible instanton corrections that

are competing and we would like to know their relative strengths. However, we note that

the problem of competing corrections does not affect the (leading order) of the probability

density function, for which,

∂zPN (z; t) ∼ e−A(ζ;z)/gs . (3.68)

We will see in the next section that using some information from the matrix integral we can

easily make more detailed statements concerning the unknown constants appearing in the

trans-series. Before moving on to that discussion let us briefly consider the behaviour of the

rate function near the edge of the eigenvalue support. It is known that the right tail rate

function in the case of the Tracy-Widom distribution has the following behaviour [3, 9],

A(t; a+ ω) ∼ ω3/2. (3.69)

If we expand the rate function computed for the multi-critical potential about the edge of

the eigenvalue support we obtain,

A(t; a+ ω) ∼ ω7/2. (3.70)

As we will see below the general behaviour for the k-th multi-critical potential is A(t; a+

ω) ∼ ω(4k+3)/2.

4 Eigenvalue tunnelling and the spectral curve

4.1 Eigenvalue tunnelling and the qualitative behaviour of PN (z; t)

In the preceding sections we have used the trans-series approach to extract the rate function

from the orthogonal polynomial formulation. This approach has the advantage that one

can obtain the tail behaviour very quickly in comparison to the analysis in [9] but with

the disadvantage that the coefficients determining the strength of the corrections are left

unknown. As was mentioned previously, there exist alternative approaches to computing

the instanton action which involve a steepest descent analysis of the matrix integral, such

an approach has also been used to compute the rate function [10]. Since the purpose of this

article is to push the techniques of [9] further and apply them to the multi-critical potentials,

our focus will not be on redoing the above calculations in the saddle point approach, in order

to compute the unknown constants. Instead we will look into the saddle point calculations

in [19] in order to gain more insight into the qualitative behaviour of PN (z; t).

The instantons of the matrix models considered in [19] are generally associated to

the process of “eigenvalue tunnelling”. In order to discuss this phenomenon further, let
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us follow [19] and make use of the fact that the integrand in (2.1) is holomorphic and

therefore we can deform the contour away from the real axis. Hence we can write the

partition function without hard wall in the following form [19],

ZN (∞; t) =
1

N !

∫
γ

N∏
i=1

dλi
2π

∆(λ)2e−
N
t
V (λi). (4.1)

where γ is now a contour in the complex plane beginning at −∞ and ending at +∞. We

can choose γ such that it is composed of a sequence of contours γk, each of which begin

and end at infinity and approach it in a direction such that e−
N
t
V (λ) decays exponentially.

Furthermore one can choose the γk to be steepest descent contours each passing through

a unique saddle point xk of the integrand, i.e V ′(xk) = 0 (see [29]). However, note that γ

might not pass through all saddle points of the integrand. Assuming γ passes through d

saddle point, we can write the partition function in the form,

ZN (∞; t) =
∑

N1+...+Nd=N

Z(N1, . . . , Nd) (4.2)

where

Z(N1, . . . , Nd) =
1∏d

k=1Nk!

d∏
k=1

(∫
λ

(k)
i ∈γk

Nk∏
i=1

dλ
(k)
i

2π
e−

N
t
V (λ

(k)
i )

)
∆(λ)2, (4.3)

where ∆(λ) is the standard Vandermonde determinant evaluated on all eigenvalues. The

above integral corresponds to separating the eigenvalues in (4.1) into groups of size Nk,

which are only integrated along the γk contour. The functions Z(N1, . . . , Nd) are sometimes

known as “backgrounds”, being denoted by (N1, . . . , Nd), and one can gain some insight

into their meaning by considering the limit t → 0. In this limit the repulsion between

eigenvalues is turned off and the eigenvalues λ
(k)
i localise at xk, the saddle point, on γk [19].

In this limit we have,

Z(N1, . . . , Nd) ∼
d∏

k=1

(
e
−V (xk)

gs

)Nk

(4.4)

For non-zero t the eigenvalues at the k-th saddle point will spread out to fill the neighour-

hood around xk. The backgrounds in which all eigenvalues localise about a single saddle

point are known as one-cut backgrounds and the one-cut assumption corresponds to as-

suming that the lowest energy configuration is such a background. If we change a one-cut

background by moving a single eigenvalue to a new cut about the k-th saddle point, i.e.

(N, 0, 0, . . . , 0) 7→ (N − 1, . . . , 0, 1, 0, . . . , 0) (4.5)

then the partition functions are related approximately by,

Z(N − 1, . . . , 0, 1, 0, . . . , 0)

Z(N, 0, 0, . . . , 0)
∼ exp

[
−N
t

(V (xk)− V (x1))

]
(4.6)
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support
eigenvalue

hard wall

xp

Figure 2. An example of a general potential with multiple minima. The behaviour of the right

tail in this case will be dominated by the process of eigenvalue tunnelling to the minimum at xp if

the hard wall is placed somewhere in the intervening landscape, as shown.

the above quantity can in fact be identified with the small t limit of the instanton action [19]

and therefore the instantons are often interpreted as describing the tunnelling of eigenvalues

from one background to another.

Now let us consider how the above picture changes once a hard wall is introduced

at z. The equation (4.1) is still valid but the contour γ now begins at −∞ and ends at

z. Furthermore, by a trivial extension of the argument in [29] we can again decompose γ

into a number of contours γk which possess the same properties as the no hard-wall case

together with a contour joining z to infinity and approaching infinity along a direction on

which e−
N
t
V (λ) decays exponentially; see figure 3. We can again choose this contour to

be a steepest descent path i.e. a path on which the imaginary part of V (λi) is constant.

Because it is a steepest descent path we have that V (λ) is monotonically decreasing along

it and therefore attains its minimum value at z. The main contribution to the contour

ending at z hence comes from the region near z and we have again the relation,

Z(N − 1, 0, . . . , 1)

Z(N, 0, 0, . . . , 0)
∼ exp

[
−N
t

(V (z)− V (x1))

]
(4.7)

where Z(N −1, 0, . . . , 1) is the partition function when a single eigenvalue is present at the

hard wall and the rest remain in the one-cut. In the language of instantons we would then

identify the probability distribution for large deviations to the right, as being determined by

the process of eigenvalue tunnelling up to the hard wall.

Finally, let us comment on the relation of the above picture to Stoke sectors. As we

vary z, the contours composing γ will change as z moves to the right of further saddle

points. When such a change in contours occurs, the trans-series solution will change dis-

continuously, which is precisely the Stokes phenomenon. We also note that the z dependent

instanton may not be the dominant contribution to the probability. Consider the situation

in which we have a potential like that shown in figure 2; one for which the eigenvalues

reside in the deepest minimum on the left and there exists some landscape of minima to its

right. Consider the case when the deepest minimum to the left of the hard wall position
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occurs at xp, then the we may write the probability as,

logPN (z; t) = F (z; t)− F (∞; t) (4.8)

≈ Ch.we
−V (z)

gs F
(1)
0 (z; t|h.w) +

 ∑
k:xk<z

Cke
−V (xk)

gs F
(1)
0 (∞; t|k) + . . .


−

Cpe−V (xp)

gs F
(1)
0 (∞; t|p) + . . .+

 ∑
k:xk<z

Cke
−V (xk)

gs F
(1)
0 (∞; t|k) + . . .


where in the second equality we have substituted in the trans-series and introduced the

notation F (l)(∞; t|k) to denote F (l)(∞; t) associated with the k-th saddle point or the hard

wall (h.w.). Note that the contribution from the saddle points to the left of the hard wall

cancel and therefore it is only the saddle points to the right of the wall which effect the

cumulative probability and this effect is dominated by the the deepest minimum of these,

at xp. We therefore have,

logPN (z; t) = F (1)(z; t|h.w.)− F (1)(∞; t|p) + . . .

= Ch.we
−V (z)

gs F
(1)
0 (z; t|h.w.)− Cpe−

V (xp)

gs F
(1)
0 (∞; t|p) + . . . (4.9)

and we see there is a competition between the instanton for tunnelling to the hard wall and

the instanton for tunnelling to the deepest minimum to the right of the wall. The picture

is that the probability of finding an eigenvalue at a hard wall to the right of the support

depends on z until V (z) > V (xp) where xp is the position of the next deepest minima to

the right of the support. When V (z) > V (xp) the large deviation probability is nearly

independent of z until z reaches the saddle point at xp. One can think of this as being

due to the fact that the most likely place to find an eigenvalue far from the bulk is in the

next deepest minimum. Hence the cumulative probability does not increase until we have

included this minima in our integration.

We now turn our attention to the multi-critical potentials (3.48). These potential have

only a single turning point on the real axis and therefore when no hard wall is present, the

contour γ in (4.1) coincides with the real axis, going from −∞ to ∞. When a hard wall is

present to the right of the cut, then γ consists of the previous contour going from −∞ to

+∞ along the real axis followed by a contour going from +∞ back along the real axis to z;

see figure 3. We note, in particular, that by the results of the appendix A for no value of

z does γ pass through the saddle points off the real axis. We can therefore conclude that

there is no Stokes phenomenon for this particular potential and (3.67) in fact holds with

C̃ = 0 and C a z independent constant. In the next section we will use the saddle-point

approach of [19] to compute C.

4.2 The rate function and the spectral curve

We now consider how some of the results of [19] can be applied to compute the probabil-

ity (4.9) including constants and relate this to the spectral curve. We begin by reviewing
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Figure 3. A number of examples showing the contours γk in the presence of a hard wall. These

figures show a small section of the complex plane centered at the origin. We have plotted a contour

plot of the real part of the potential function V (z) together with a red dot at the location of the

hard wall and black dots at the location of saddle points of V . The black lines follow the paths of

steepest descent. Note that all steepest descent paths leave via the white asymptotic regions where

the integral converges. The first two figures (a,b) are plotted using the potential defined such that

V ′(x) = 3(x − 1 − iε)(x + 1 + iε)x with ε = 0.1. This potential was chosen for the pedagogical

reason that all steepest descent lines are distinct. We see that as the hard wall moves to the right

from figure (a) to figure (b), the set of contours change to include the final saddle point. The final

diagram (c) is for the multi-critical potential (3.50). In this case we see that there is one saddle

point at z = 0 which contributes and the steepest descent contour leaving the saddle point to the

right coincides with the path taken back from infinity to the hard wall.

some standard facts about matrix models in order to fix notation and keep the discussion

here self-contained. Firstly, we introduce the resolvent,

W (x) =

〈
Tr

1

x−M

〉
=
∞∑
g=0

g2−2g−1
s Wg(x), (4.10)

whose planar part, ω(x) = 1
tW0(x), satisfies the loop equations,

tω(x)2 − V ′(x)ω(x) + p(x) = 0 (4.11)

when no hard wall is present, where p(x) is a polynomial in x whose coefficient may be

fixed using the one-cut assumption. It is customary to define y(x) = V ′(x) − 2tω(x) and

think of the loop equations as defining a complex algebraic curve known as the spectral

curve. The resolvent is related to the spectral density at large N by,

ω(x) =

∫
ds

ρ(s)

x− s
(4.12)

where the integral is over the support of ρ. Note that the resolvent and hence the spectral

curve is unchanged when the hard wall is to the right of the spectral density support, since

in this case the spectral density is identical to when no hard wall is present. In what follows

it will also be useful to define what is known in the literature as the holomorphic effective

– 22 –



J
H
E
P
0
4
(
2
0
1
4
)
1
1
8

potential (see e.g. [22]),

Vh,eff(x) ≡ V (x)− 2t

∫ x

dsω(s), (4.13)

note that V ′h,eff(x) = y(x). In [19] it is shown that,

F (1)(∞; t|k) =
1

2π

Z(N − 1)

Z(N)

∫
γk

exp

(
− 1

gs
Vh,eff(x) + Φ(x)

)
, (4.14)

where, Z(N) ≡ Z(N, 0, . . . , 0), i.e. the one-cut background containing N eigenvalues and

Φ(x) has a perturbative definition,

Φ(x) =
∑
n

gnsΦn (4.15)

with Φ1(X) = − log [(x− a)(x− b)] where b is the left of the eigenvalue support. The

higher order terms Φn are computed in [19]. Finally it will be useful to write,

Z(N − 1)

Z(N)
= exp

(∑
n

gns Gn(t)

)
(4.16)

where it is known that G0(t) = Vh,eff(a), as well as G1(t) = log a−b
4 and the higher order

terms are given in [19]. We can write F (1)(∞; t|p) as,

F (1)(∞; t|p) =
1

2π
eG1(t)

∫
γk

dxe
− 1

gs
(Vh,eff(x)−Vh,eff(a))+Φ1(x)

(1 +O(g2
s)) (4.17)

With this expression in hand we can now proceed by the method of steepest descent to

obtain,

F (1)(∞; t|p) =

√
gs

2πV ′′h,eff(xp)
exp (Φ1(xp) + G1(t)) e

− A
gs (4.18)

where A = Vh,eff(xp) − Vh,eff(a) =
∫ xp
a y(x)dx. In the case of the hard wall the main

contribution comes from the end point at z, so we obtain,

F (1)(∞; t|h.w) = − gs(a− b)
8πy(z)(z − a)(z − b)

exp

(
− 1

gs

∫ z

a
y(x)dx

)
. (4.19)

Substituting (4.19) and (4.18) into (4.9) yields an expression for the right deviation proba-

bility including the constants. Specialising to the case of the multi-critical potentials (3.48)

we have for the right deviation probability ,

logPN (z; t) = − gs(a− b)
8πy(z)(z − a)(z − b)

exp

(
− 1

gs

∫ z

a
y(x)dx

)
. (4.20)

We note also that we may reproduce the form of the Gaussian case obtained earlier, by

setting y(x) =
√
x2 − 4t and noting a = −b = 2t1/2. This gives,

logPN (z; t) = − t3/2

2πN(z2 − 4t)3/2
exp

(
− 1

gs

∫ z

a
y(x)dx

)
. (4.21)

which is precisely the expression obtained in [9] after setting t = 1
2α .

– 23 –



J
H
E
P
0
4
(
2
0
1
4
)
1
1
8

Furthermore, we see that the rate function for the right tail is given by the integral

over the spectral curve

A(t, z) =

∫ z

a
y(x)dx. (4.22)

In the case of the multi-critical potentials (3.48) the spectral curve behaves as y(x) ∼
(x− a)2k+1/2 near the edge of the spectrum. Hence, one has

A(t, a+ ω) =

∫ z

a
y(x)dx ∼ ω2k+3/2. (4.23)

4.3 String theoretic comments

It is well known that the matrix models considered in this paper have a double scaling limit

which produces amplitudes of a continuum theory referred to as minimal string theory.

Depending on the choice of multi-critical potential one obtains Liouville theory coupled

to a minimal model CFT of (p, q) type. The expansion in gs is then identified with the

topological expansion of the string world sheet. Clearly in this picture the non-perturbative

corrections we have been computing here correspond to non-perturbative stringy effects and

indeed such effects have received a lot of attention in the literature; [22, 30–32] to highlight

a few. We now wish to highlight some connections between the results here and some of

the results of these previous studies.

Firstly, it is interesting to look at the string theoretic interpretation of the instanton

corrections considered here. In particular the instanton action corresponding to eigenvalue

tunnelling from the cut to another minima has the form,

A =

∫ xp

a
y(x)dx. (4.24)

If we consider the spectral curve y(x) and its associated Riemann surface we see it has the

form shown in figure 4, in which the absence of other eigenvalue cuts corresponds to the

pinching of cycles. The instanton action can be rewritten in the form,

A =
1

2

∮
Bp

y(x)dx (4.25)

where the integration contour is now the B-cycle connecting the cut to the pinched cycle

corresponding to the pth minima. In the double scaling limit such an integral is well known

in the minimal string literature and has been identified with the disc function associated

with a ZZ brane. Such disc functions corresponds to the world sheet partition function for

a closed string to emerge from the bulk vacuum and annihilate with the brane. In this way

the ZZ branes were identified as objects responsible for the non-perturbative corrections

to the string world sheet expansion.

However, besides the ZZ branes there exists another class of branes in minimal string

theory known as FZZT branes. Such branes have disc functions of the following form,

A =

∫ z

ỹ(x)dx (4.26)
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zFZZT

Bp

xp

Figure 4. The above figure shows the Riemann surface associated to the spectral curve y(x). The

support of the eigenvalue density corresponds to the one non-pinched cycle. The other minima of

the potential, in which eigenvalues could in principal lie, correspond to pinched cycles. The ZZ

brane disc function is computed by integrating the differential form y(x)dx around the B-cycle

passing through one of the pinched cycles. The FZZT brane corresponds to integrating the same

form from an arbitrary point to a point z depending on its boundary cosmological constant. The

relation between the branes and integrations on the spectral curve was first uncovered in [33].

where ỹ is the double scaled spectral curve. We see that the FZZT brane disc function

corresponds precisely to the double scaled limit of the instanton action for tunnelling up

to the hard wall. As far as the authors are aware this is the first instance of FZZT branes

playing the role of providing D-instanton like corrections to the worldsheet expansion.

These observations mean that the double scaled limit of the theory with hard wall,

which is precisely the limit needed to obtain the higher order analogue Tracy-Widom

distributions, corresponds to a string theory with the same perturbative expansion as the

usual theory but with extra non-perturbative corrections due to FZZT branes. This is

particularly interesting in light of the appearance of Painlevé XXXIV in the context of

type 0A string theory [34]. It would appear that type 0A string theory corresponds to

precisely the bosonic theory with extra non-perturbative contributions from FZZT brane

instantons.

5 Conclusion

In this paper we discuss large deviations of the maximum eigenvalue of random N × N
Hermitian matrices. In general such an analysis can be performed using saddle point meth-

ods, loop equations or orthogonal polynomials, where we mainly focus on the latter. The

orthogonal polynomials approach to gap probabilities was first introduced by Majumdar

and Nadal [9], as described in the introduction, where it was used to calculate the right

tail large deviations of the maximum eigenvalue in the case of a Gaussian potential.

By restricting ourselves to Hermitian matrices we can make use of extensive results

from the quantum gravity and string theory literature. It is seen how the approach of [9] can

be embedded into a general algorithm for computing the left and right tail large deviations

for a general potential from the modified string equations in presence of a hard wall, which

were first introduced in [6] and which are reviewed in section 2. This general framework is

described in detail in section 3 where it is also applied to explicitly compute the left and

right tail large deviations in the case of a Gaussian ensemble, as well as for the first multi-
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critical case. Besides the computational advantages of this framework, one of the main

results of this paper lies in its interpretation: it is seen that the left tail large deviations

can be obtained from the perturbative large N expansion of the free energy in presence

of a hard wall, while the right tail large deviations are related to the non-perturbative

expansion of the free energy. This leads to the interesting observation that the right tail

large deviations are related to instanton effects. More explicitly, it is shown that the right

tail rate function is given by the instanton action. This is in accordance with an earlier

observation that the right tail corresponds to the weak coupling regime [26, 27]. One

disadvantage of the employed, so-called trans-series, approach is that the right tail large

deviations probability function is only given up to z-independent terms. However, when

calculating the probability density to leading order these terms drop out.

From the above analysis we have explicitly calculated the right tail rate function for

the first multi-critical potential. For the general case of the k-th multi-critical potential we

obtain the following behaviour close to the endpoint a of the eigenvalue support: on the

left one has d
dzPN (z = a−ω; t) ∼ exp(−N2ω4k+3), as ω → 0 and on the right d

dzPN (z = a+

ω; t) ∼ exp(−Nω(4k+3)/2), as ω → 0. This behaviour was also obtained by an analysis of a

Riemann-Hilbert problem [3] (see also [4]) and it reflects the fact that to obtain a nontrivial

rescaled probability distribution in the central part, one has to scale ω ∼ N−2/(4k+3) which

is the higher order analog of the scaling depicted in figure 1. In particular, the above

limiting behaviour is used to fix the boundary conditions of the central part, the double

scaled probability distribution which corresponds to the higher analogs of the Tracy-Widom

distribution and which is given in terms of solutions to the Painlevé II hierarchy [3].

Having established the relation between the right tail large deviations of the maximum

eigenvalue and instantons of the random matrix ensemble we explore this relation further in

section 4. Building on works by Mariño [19–22] in the string theoretic literature we discuss

the interpretation of the above described instantons effects as an eigenvalue tunnelling from

the bulk to the hard wall. Extending the saddle point analysis of [19] to include eigenvalue

tunnelling from the bulk to the hard wall, we obtain a simple closed expression for the right

tail large deviation probability in terms of the spectral curve including the overall constant.

More explicitly, we see that the instanton action and thus the right tail rate function is

simply given by the integral over the spectral curve from the end point of the cut to the

position z of the hard wall. This gives rise to a further interesting interpretation from a

string theoretic point of view: it is well know that the instanton action corresponding to

the tunnelling of an eigenvalue from the end point of the cut to another minimum outside

of the bulk is related in the double scaling limit to the disc function associated with ZZ-

branes. When introducing the hard wall the eigenvalue tunnels from the end point of the

cut to hard wall located at z. We observe that in this case, the instanton action is related

to the disc function associated with a FZZT brane instead. While the relation of instanton

effects in the worldsheet theory and ZZ-branes is well studied (see for instance [22, 30–32]),

as far as the authors are aware, this is the first appearance of a relation between FZZT

branes and instanton effects in minimal string theory.

We hope to have convinced the reader that, as in the spirit of [6], the quantum gravity

and string theory literature provides us with powerful techniques to study aspects of the
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distribution and large deviations of the maximum eigenvalue of N ×N Hermitian random

matrix ensembles. Besides the analysis of the one-matrix model and their multi-critical

points, as considered in this work, a possible future line of research is the analysis of the

two-matrix model.
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A Properties of the family of multi-critical potentials

In this appendix we give some useful results regarding the family of multi-critical potentials

used above. In particular, we show that the family of potentials

Vk(x) =
2(2k + 2)!

(−1/2)2k+2

2k+1∑
l=0

(−1)l(l + 1/2)2k+1−l
((2k + 1− l)!(l + 1))

xl+1

= −4
√
π(2k + 2)!

2k+1∑
l=0

(−1)lxl+1

(2k + 1− l)!Γ(l + 1/2)(l + 1)
, k ∈ N (A.1)

has only one minimum on the real axis. Furthermore, this unique minimum is located on

the positive real axis.

To prove this, first note that since for any k ∈ N the potential is of even degree and the

leading coefficient is positive, it follows that the potential must have an absolute minimum

on the real axis. We now proof that V ′k(x) has only one zero on the real axis which then

implies that this extremum is the unique real minimum. Furthermore, as a corollary of

Descartes’ rule it is straightforward to verify that this real minimum cannot lie on the

negative real axis.

We now proceed with the proof that V ′k(x) has only one zero on the real axis using

Sturm’s theorem. First we construct a Sturm chain:

p0
k(x) = V ′k(x)

p1
k(x) = V ′′k (x)

p2
k(x) = −rem(p0

k(x), p1
k(x))

p3
k(x) = −rem(p1

k(x), p2
k(x))

. . . = . . .

pmk (x) = 0, (A.2)
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where rem(p1, p2) denotes the remainder obtained from polynomial division of p1 by p2.

One can show that in our case m = 4 and that one has explicitly:

p0
k(x) = V ′k(x) = 4

√
π(2k + 2)!

2k+1∑
l=0

(−1)l+1xl

(2k + 1− l)!Γ(l + 1/2)

p1
k(x) = V ′′k (x) = 4

√
π(2k + 2)!

2k∑
l=0

(−1)l(l + 1)xl

(2k − l)!Γ(l + 3/2)

p2
k(x) =

2
√
π(2k + 2)!

(2k + 1)2

2k−1∑
l=0

(−1)l+1xl

(2k − l − 1)!Γ(l + 3/2)

p3
k(x) = −16

(k + 1)(2k + 1)2

4k + 1

p4
k(x) = 0 (A.3)

We see that the leading coefficients are

p0
k(x) = +C0

kx
2k+1 + . . .

p1
k(x) = +C1

kx
2k + . . .

p2
k(x) = +C2

kx
2k−1 + . . .

p3
k(x) = −C3

k

p4
k(x) = 0, (A.4)

where all C’s are positive constants. Thus Sturm’s theorem implies that the number of

real zeros of V ′k(x) is n = 2− 1 = 1. This completes the proof.
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